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Appendix A: Visualization of the Optimal Quantization Policy

We searched the quantization policy on different small datasets with various architectures via the presented GM-PQ. Figure 1 demonstrates the optimal bitwidth allocation for weights and activations of each layer, where ResNet18 was compressed and the policy was searched on various small datasets including CIFAR-10 \cite{6}, Cars \cite{5}, Flowers \cite{8}, Aircraft \cite{7}, Pets \cite{9} and Food \cite{1}. Figure 2 depicts the obtained quantization strategy searched on CIFAR-10 with MobileNet-V2 \cite{10}, ResNet18 \cite{4} and ResNet50 architectures. The BOPs limit was set to 7.4G, 15.3G and 30.7G for MobileNet-V2, ResNet18 and ResNet50 compression respectively.

For quantization policy searched on different small datasets, the optimal bitwidth allocation varies significantly although the complexity of the obtained model is close to each other. It is observed that activations are usually assigned with higher bitwidth than weights in most quantization policy, indicating that the classification performance and attribution rank consistency are more sensitive to activation quantization than weight quantization. Meanwhile, the layers with residual connections usually have higher bitwidths for both weights and activations. The bitwidth distribution of weights and activations obtained on Cars, Aircraft, Food, and CIFAR-10 are similar, which also achieves better generalization performance on largescale datasets compared with that searched on Flowers and Pets. For the Flowers and Pets datasets, the optimal quantization policy is close to uniform quantization and the activations tend to receive lower bit allocation for quantization, which degrades the generalization ability of the mixed-precision networks.

For quantization policy for different architectures, it is observed that Layer 7, 12 and 17 in ResNet18 containing residual connections require the larger bitwidth compared with their corresponding regular branches. Since MobileNet-V2 is very compact, it receives higher bitwidth allocations than other network architectures. On the contrary, ResNet50 is compressed with lower bitwidth due to the significant redundancy compared with MobileNet-V2.

Appendix B: Accuracy of Quantization Policy Searched on Different Small Datasets

In this section, we show the top-1 accuracy and BOPs on ImageNet of our GMPQ with the quantization policy searched on different small datasets which include CIFAR-10, Cars, Flowers, Aircraft, Pets and Food. The applied network architectures contain MobileNet-V2, ResNet-18 and ResNet-50, and more accuracy-complexity trade-offs for ResNet-18 is demonstrated in Figure 6(b) (main body). Table 1 illustrates the accuracy and the complexity on ImageNet, where those of full-precision networks are also provided. The search cost is significantly reduced across various architectures compared with conventional mixed-precision quantization methods shown in Table 1 (main body), while the accuracy is only degraded slightly. The accuracy of quantization policy searched on CIFAR-10 achieves the highest, because the gap of object
Figure 2. The visualization of the optimal quantization policy searched on CIFAR-10 by our GMPQ. We evaluated our method with MobileNet-V2, ResNet18 and ResNet50 on ImageNet for image classification.

Table 1. Top-1 accuracy (%) and BOPs (G) on ImageNet of the mixed-precision networks searched on different small datasets across various network architectures.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Full-precision</th>
<th>CIFAR-10</th>
<th>Cars</th>
<th>Flowers</th>
<th>Aircraft</th>
<th>Pets</th>
<th>Food</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Top1</td>
<td>BOPs</td>
<td>Top1</td>
<td>BOPs</td>
<td>Top1</td>
<td>BOPs</td>
<td>Top1</td>
</tr>
<tr>
<td>MobileNet-V2</td>
<td>71.9</td>
<td>337.9</td>
<td>70.4</td>
<td>7.4</td>
<td>69.8</td>
<td>7.2</td>
<td>67.8</td>
</tr>
<tr>
<td>ResNet18</td>
<td>69.7</td>
<td>1853.4</td>
<td>69.9</td>
<td>15.3</td>
<td>69.6</td>
<td>16.4</td>
<td>68.7</td>
</tr>
<tr>
<td>ResNet50</td>
<td>76.4</td>
<td>3952.6</td>
<td>75.8</td>
<td>30.7</td>
<td>75.5</td>
<td>29.8</td>
<td>73.8</td>
</tr>
</tbody>
</table>

category between CIFAR-10 and ImageNet is the smallest compared with other datasets. Although the discrepancy of object class distribution between ImageNet and the small datasets such as Aircraft is non-negligible, the accuracy of the mixed-precision networks is still comparable with state-of-the-art approaches shown in Table 1 (main body) due to the attribution rank preservation.
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