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(a) 1-shot (b) 2-shot (c) 3-shot (d) 5-shot (e) 10-shot

Figure 1: Detection results on the “Cityscapes → FoggyCityscapes” scene. ‘GT’ indicates the groundtruth result. ‘One
Disentangled layer’ denotes we only use the second disentangled layer in the model. We can see that our method, i.e., using
two disentangled layers, could locate and recognize objects existing in the two foggy images accurately, e.g., the truck, car,
and bicycle.

or “our” when citing previous work. That is all. (But see
below for techreports.)

Saying “this builds on the work of Lucy Smith [1]” does
not say that you are Lucy Smith; it says that you are building
on her work. If you are Smith and Jones, do not say “as we
show in [7]”, say “as Smith and Jones show in [7]” and at
the end of the paper, include reference 7 as you would any
other cited work.

An example of a bad paper just asking to be rejected:

An analysis of the frobnicatable foo filter.

In this paper we present a performance analysis
of our previous paper [1], and show it to be in-
ferior to all previously known methods. Why the
previous paper was accepted without this analysis
is beyond me.

[1] Removed for blind review

An example of an acceptable paper:

An analysis of the frobnicatable foo filter.

In this paper we present a performance analysis of
the paper of Smith et al. [1], and show it to be in-
ferior to all previously known methods. Why the
previous paper was accepted without this analysis
is beyond me.

[1] Smith, L and Jones, C. “The frobnicatable
foo filter, a fundamental contribution to human
knowledge”. Nature 381(12), 1-213.

If you are making a submission to another conference at
the same time, which covers similar or overlapping mate-
rial, you may need to refer to that submission in order to
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Figure 1: Detection results with different shots based on VOC Novel Set 1. Our method localizes and recognizes objects
existing in images accurately, which demonstrates the effectiveness of the proposed method.

1. Analysis of Detection Results

In Fig. 1, we show many detection results of our method.
We can see that based on different number of samples with

novel categories, our method detects objects accurately.
Particularly, for images that contain multiple objects, our
method accurately localizes and recognizes these objects,
which further demonstrates that our method is effective for
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Figure 2: Visualization of the feature map used for RPN based on different shots. The second and third row separately
indicate F and the output of Ψ (see Eq. (2)). For each feature map, the channels corresponding to the maximum value are
selected for visualization.

few-shot object detection.

2. Visualization Analysis
Based on VOC Novel Set 1, we further make an ablation

analysis of the proposed universal-prototype enhancement.
In this paper, we fuse descriptors that are generated

based on universal prototypes into the current features F .
To further demonstrate the effectiveness of this operation,
in Fig. 2, we show many visualization results of the original
features F and the output of Ψ (see Eq. (2) in the submitted
paper). We can see that for cases with different shots, fusing
descriptors promotes the features to contain more object-
related information. Taking the first image as an example,
the original features F contain much object-irrelevant infor-
mation, which affects the accuracy of detection. Through
fusing descriptors, the output of Ψ contains much object-
related information, which is beneficial for improving de-
tection performance.


