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1. Additional ablation experiments
1.1. Noisier guidance from flow

To test our framework’s generalizability and robustness,
here we experiment with a weaker flow model, which pro-
duces worse flow prediction. Specifically, we use PWC-
Net [2] which is pretrained on Flying-chair, Flying-things,
and Sintel. Following ablation experiments in the main pa-
per, we train our model on UrbanCity with 16,000 itera-
tions. The results are shown in Table 1. We can see that
using a weaker flow model in our framework only has a mi-
nor impact on the model performance.

Flow model mIoU mAP mIoU† mAP†

PWC-Net 37.2 3.9 52.4 16.4
RAFT (main paper) 37.9 3.8 53.2 16.5

Table 1: Semantic segmentation and instance segmentation
readout results on UrbanCity with a weaker flow model
PWC-Net [2]

1.2. Training BYOL on driving videos:

BYOL [1] shows good performance on ImageNet data
which is highly curated and carefully constructed for image-
level recognition, and its training protocol is proven to work
very well on ImageNet. It treats the entire image as a sin-
gle instance and random crops two patches on the images
and minimizes the two patches’ dissimilarity. However, im-
ages in the wild may be more complex; in this case, the two
random crops may not cover the same objects, leading to
potential performance degradation.

For reference, we adapt BYOL on the driving video data.
The results are shown in Table 2. For the simplest variant of
BYOL, we simply treat video frames like ImageNet images.
The random crop augmentation has no spatial constraint;
thus, two crops from the same image may cover different
objects on the street. We can see that the performance is as
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Method UrbanCity BDD100K
mIoU† mAP† mIoU† mAP†

BYOL [1] 19.6 5.0 21.9 4.5
BYOL (pre-crop) 26.6 5.1 18.2 4.2
BYOL (pre-crop) w/ video 13.0 2.0 10.7 2.1
FlowE (Ours) 61.7 19.0 49.8 24.9

Table 2: BYOL trained on UrbanCity and BDD100K.

bad as a randomly initialized encoder, indicating no mean-
ingful representation is learned in the model.

We then try to slightly modify it by pre-cropping a
480×480 patch on the original image to limit the move-
ment of the random crop, denoted as “BYOL (pre-crop)”.
However, the performance is not good either. We also try to
change the pre-cropping size, but it does not help. We think
one reason might be the higher similarity and less diver-
sity of street scene images compared to ImageNet images:
even though the smaller pre-cropped image can reduce the
complexity of the image and help the two patches cover the
same object, the street scene images are very similar, and
patches from different images may share the same semantic
meaning (e.g., building, road, sky), making the model hard
to distinguish them and learn meaningful representations.

Furthermore, we also try BYOL using two neighboring
video frames (BYOL (pre-crop) w/ video), but it is even
worse due to extra object movement across frames. These
results indicate that the popular BYOL training protocol on
ImageNet is not ideal for raw driving videos. Instead, our
method can utilize the raw driving video and learn mean-
ingful representations effectively.

2. Additional visualization results
We provide additional visualization results of UrbanCity,

BDD100K as well as Cityscapes. Instance segmentation
and object detection results are shown in Figure 1, and se-
mantic segmentation results are shown in Figure 2, respec-
tively. For UrbanCity and BDD100K, models are trained
on the corresponding datasets. For Cityscapes, the model is

1



Figure 1: Instance segmentation / object detection visualization results on UrbanCity (left), BDD100K (middle), and
Cityscapes (right). We use the heavier header (ResNet-FPN) for readout.

trained on UrbanCity. We use a heavier header to perform
instance segmentation/object detection readout tasks and a
standard header for semantic segmentation readout task.

We also include a demo video as part of our supplemen-
tary material. The file “flowe-demo.mp4” shows seman-
tic segmentation results on the Cityscapes dataset. In this
video, we use FlowE trained on UrbanCity, and train a lin-

ear readout (1 × 1 convolution) layer on Cityscapes train-
ing set to produce classification logits. We can see that the
model can produce impressive results while only have one
linear layer learned from the labeled data, indicating that
our method can exploit unlabeled driving videos well and
learn semantically meaningful representations from them.



Figure 2: Semantic visualization results on UrbanCity (left), BDD100K (middle), as well as Cityscapes (right). For Ur-
banCity and BDD100K, models are trained on the corresponding dataset. For Cityscapes, we use a UrbanCity pretrained
model. We use the standard header (1 convolutional layer) for readout.
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