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In this supplementary document, we first present additional evaluations of our proposed method. Then we provide more
visual results on 4K (2160 x 3840) resolution images from DAVIS dataset and real-world scenes captured by a mobile phone.
Finally, we present additional visual results on Sintel test set and more implementation details.

A. Additional Evaluations

In the main paper, we have analyzed the role of each 3D cost volume plays and the evaluation results on Sintel (train,
clean) shows that the performance of horizontal or vertical flow is coupled with the correlation direction. Here we present
additional evaluations on Sintel (train, final) and KITTI (train) datasets and observe consistent results: horizontal cost volume
is mainly responsible for the horizontal flow estimation, and similarly for the vertical cost volume. Concatenating these two
cost volumes gives the network necessary information for estimating both horizontal and vertical flow components.

Sintel (train, clean) Sintel (train, final) KITTI (train)
EPE EPE(x) EPE(y) EPE EPE(xz) EPE(y) EPE EPE(x) EPE (y)

y attn, x corr  3.10 1.66 2.12 4.59 2.76 292 10.39 7.87 5.15
x attn, y corr ~ 4.05 3.55 1.13 5.66 4.75 2.03 14.37 13.71 2.84
concat both 1.98 1.48 0.94 3.27 2.35 1.73 6.69 6.00 2.16

Cost volume

Table 1: Analysis on horizontal (x) and vertical (y) cost volumes. EPE (x) and EPE (y) represent the end-point-error of the
horizontal and vertical flow component, respectively.

B. More Results on 4K Resolution

We provide additional visual results on 4K resolution (2160 x 3840) images from DAVIS dataset in Fig. 1, 2, 3, 4, and
real-world scenes captured by a mobile phone in Fig. 5, 6, 7, 8.

C. Visual Results on Sintel

We further show the visual comparison results with PWC-Net+ [2] and MaskFlowNet [4] on Sintel test set in Fig. 9.

D. Implementation Details

We use the same dataset schedule and hyper-parameters as RAFT [3] when training on FlyingChairs and FlyingThings3D
datasets. For Sintel, we mix FlyingThings3D, KITTI 2015, HD1K and Sintel training set for additional fine-tuning. We
random crop 368 x 960 resolutions as input and train for 100K iterations with a batch size of 6. For KITTI, we perform
additional fine-tuning on KITTI 2015 training set for 50K iterations with a batch size of 6. The random crop size is 320 x 1024.
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For training on very high-resolution images, we mix FlyingThings3D, Sintel, HD1K and Slow Flow [1] datasets for
additional fine-tuning from Sintel weights. The Slow Flow dataset is created with high-speed camera and optimization is
used to produce the ‘pseudo ground truth’ flow. The resolutions of this dataset include 720 x 1280, 1024 x 1280 and
576 x 1024. 3448 image pairs in this dataset are used for training. To help our method generalize on 4K resolution images,
we use larger crop size for training. Specifically, we random crop images in every mini-batch so that the resolutions are
uniformly distributed between 640 x 1080 and 896 x 1792. For training images that are smaller than the crop size, we
upsample them to the desired resolution, and the ground truth flow is upsampled accordingly. We train for 150K iterations
with a batch size 2. All training is conducted on a single 32G V100 GPU.
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Figure 1: Optical flow prediction results on 4K resolution (2160 x 3840) images from DAVIS dataset.
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Figure 2: Optical flow prediction results on 4K resolution (2160 x 3840) images from DAVIS dataset.



Figure 3: Optical flow prediction results on 4K resolution (2160 x 3840) images from DAVIS dataset.



Figure 4: Optical flow prediction results on 4K resolution (2160 x 3840) images from DAVIS dataset.



Figure 5: Optical flow prediction results on real-world 4K resolution (2160 x 3840) images captured by a mobile phone.



Figure 6: Optical flow prediction results on real-world 4K resolution (2160 x 3840) images captured by a mobile phone.



Figure 7: Optical flow prediction results on real-world 4K resolution (2160 x 3840) images captured by a mobile phone.



Figure 8: Optical flow prediction results on real-world 4K resolution (2160 x 3840) images captured by a mobile phone.
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Figure 9: Visual results on Sintel test set.



