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1. Implementation Details
Fine-grained Correspondence We apply recurrent infer-
ence strategy for fine-grained correspondence. To be more
specific, we calculate the similarity between the current
frame with the first frame ground truth labels as well the
prediction results in the preceding m frames. Then the la-
bels of top-k most similarly pixels are selected and propa-
gated to the current frame. We only compute the similarity
between features that are at most r pixels away from each
other, i.e. local attention. The detailed hyperparamter set-
ting for each dataset are listed in Table 1

DAVIS VIP JHMDB
top-k 10 10 10
preceding frame m 20 8 4
propagation radius r 12,18 20 20

Table 1. Fine-grained Correspondence Inference Hyperparameter.
On DAVIS, ResNet-18 and ResNet-50 models set r = 12 and
r = 18 respectively.

Object-level Correspondence For the fair comparison, we
use fine-tuning setting when comparing with previous ap-
proaches [1, 7]. Specifically, an additional 1 × 1 convolu-
tion is placed on top of the backbone to transform the frozen
representation. Note that only this 1×1 convolution is learn-
able during fine-tuning. So such protocol could be consid-
ered as the linear evaluation. We fine-tune the the 1 × 1
convolution layer on the GOT-10K [2] dataset, which con-
sists of ∼ 10,000 video clips and 1.4 million frames. Adam
optimizer is adopted during fine-tuning. The learning rate is
initialized to 0.001 and decays by 0.9 every epoch. There is
no weight decay. The network is fine-tuned for 50 epochs.
The batch size is 8 for all experiments. The inference hy-
perparamters are the same for without fine-tuning and with
fine-tuning setting.

Evaluation Metrics The definitions of the metrics are as
followed.

• J for video segmentation: It measures the region
based segmentation similarity. Given an output seg-

mentation M and the corresponding ground-truth
mask G, J is defined as M∩G

M∪G .

• F for video segmentation: It evaluate the segmentation
contour accuracy. Let Pc and Rc be the precision and
recall between the contour points of M and G. F is
defined as 2PcRc

Pc+Rc
.

• Precision for object tracking: Precision measures the
percentage of frames where the (normalized) center
error is less than a certain threshold, using the area-
under-the-curve (AUC) evaluation.

• Success for object tracking: Success measures the per-
centage of frames where the IoU (Intersection over
Union) is more than a certain threshold, using the AUC
evaluation.

2. Visualization

Without fine-tuning on any additional dataset, the fine-
grained correspondence are directly evaluated on the res4
features of pre-trained ResNet. We visualize our correspon-
dence on 3 downstream tasks and datasets in Figure 2,4,3,
i.e. video object segmentation on DAVIS-2017 [5], human
pose tracking on JHMDB [4], and human part tracking on
VIP [8]. For DAVIS and VIP, there are usually more than
one instances/parts. Our approach could output tight bound-
aries around the multiple target areas. For example, in the
last row of Figure 3, the human parts could still be seg-
mented when more people appears in the video. In human
pose tracking, even though each joint is propagated indi-
vidually, we could still estimate the pose accurately. We
also compare our VFS with state-of-the-art method [3] in
Figure 1. As last three rows illustrated, our VFS has less
false positive object segmentation than [3]. It indicates that
our VFS is more robust to distinguish similar pixels. Note
that the inference hyperparamters for both methods are the
same, the only difference is the pre-trained representation
weight.
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Figure 1. Compare Fine-grained Correspondence on DAVIS. Comparing with previous state-of-the-art Jabri et al. [3], our VFS could
generate results of higher quality and with less false positives. Blue dash areas indicate failure cases in [3], where our approach could
output plausible results. More comparison are provided in the project page.

We use fine-tuned res5 features for object-level corre-
spondence on OTB-100 visual object tracking [6]. The re-
sults are visualized in Figure 5. Our VFS could robustly
track the target object even under difficult scenarios. For
example, in the first row, there are multiple similar basket-
ball players, and tracking target undergoes complicate ob-

ject interaction as well as occlusion. Similarly for the deer
in the third row, where the tracking target overtakes other
similar deers. For the jumping person in the last row, the
video suffers motion blur and large camera displacement.

We provide more visualization in our project page .

https://jerryxu.net/VFS/
https://jerryxu.net/VFS/
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Figure 2. Qualitative Results for video object segmentation on DAVIS-2017 [5].
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Figure 3. Qualitative Results for human part tracking on VIP [8].
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Figure 4. Qualitative Results for human pose tracking on JHMDB [4].
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Figure 5. Qualitative Results for visual object tracking on OTB-100 [6].
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