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Figure 1: (A) Bird-view image examples from the proposed BV-Person dataset OPReID dataset and (B) Illustrative compar-
ison of BV-Person and two widely-used person ReID benchmarks, Market1501 and DukeMTMC.

1. The Proposed Dataset: BV-Person

This section provides more image examples from our
proposed BV-Person dataset for bird-view person ReID. In
Figure 1(A), the first two rows demonstrate the images of
different identities with diverse appearances captured by a
bird-view angle greater than 80o and between 60o and 80o,
respectively. Figure 1(B) shows an illustrative comparison
of BV-Person and two horizontal-view person ReID bench-
marks – Market1501 [5] and DukeMTMC [6] – that are
widely used in general ReID tasks. BV-Person provides
identity images with diverse dressing styles from summer
shirts to winter coats in both of the bird’s-eye view and the
horizontal view, while Market1501 and DukeMTMC con-

tain images of identities with exclusively either summer or
winter dressing captured from the horizontal view only.

2. Implementation Details of Our Model

The implementation of our model is built upon the pub-
licly available source code of the widely-used state-of-the-
art model, FastReID [2], by plugging in the three proposed
network layers. Specifically, similar to most of the com-
peting methods, we adopt the original Resnet-50 as the net-
work backbone. We replace the self-attention layers in [2],
i.e., the 2/3 SA layers in stage 2/3 of Resnet-50, with our
proposed Cross Attention (CA) layers, and then add the
Multi-scale Attention (MA) layer and Feature Reconstruc-
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Table 1: Updated results. ‘-M’: the dataset with all faces masked; ‘-B’: bird-view images in both query and gallery sets.

Method 80H 80H-M 80E 80E-M 60H 60H-B 60E 60E-B Time
R-1 mAP R-1 mAP R-1 mAP R-1 mAP R-1 mAP R-1 mAP R-1 mAP R-1 mAP train/test

ABD 11.8 7.3 11.0 7.1 41.5 29.6 41.2 29.6 20.1 15.6 21.8 16.5 51.8 35.5 52.1 35.6 3,360m/112ms
AGW 26.3 19.0 26.3 19.1 54.6 40.3 54.7 40.2 44.1 28.3 48.0 30.3 67.8 52.9 69.6 54.0 235m/21ms

HOReID 23.3 19.3 23.1 19.2 35.7 25.0 35.7 24.9 23.3 19.3 22.5 18.6 53.6 33.5 55.1 35.1 602m/¿1000ms
Baseline∗ 27.6 19.9 28.0 20.0 55.1 40.6 55.1 40.7 45.0 29.7 48.1 30.5 69.9 54.6 72.5 55.7 245m/21ms

Ours 31.8 22.7 31.9 22.8 64.4 50.2 64.5 50.2 50.1 33.9 52.3 35.1 75.4 60.0 78.8 62.3 250m/22ms

tion (FR) layer into the end of the backbone. The GeM
pooling [4, 2] and batch normalization are used to obtain
the final global feature. The learning rate, training epochs,
and batch-size are, by default, set to 0.00035, 60 and 64,
respectively. Adam [3] is used as our optimizer. All the
experiments are done using a single machine with 2 GTX-
1080 GPUs.

3. Additional Experiment Results
3.1. Bird-view Images Presented in Both Query and

Gallery Sets

We create two more datasets 60H-B (and 60E-B) that
contain 60-degree bird-view images in both of the query and
gallery sets. Particularly, we keep one image of each person
in the query set and put the rest into the gallery set in 60H
(60E) to create 60H-B (60E-B). This guarantees bird-view
images in both of the query and gallery sets in 60H-B (60E-
B), resulting in datasets with less challenges than that as in
60H (60E). This is demonstrated by the results in Table 1
where the ReID models perform generally much better on
60H (60E) than on 60H-B (60E-B).

3.2. Effects of Using Masked Faces

As shown by some recent studies [1], the faces are not
distinguishable features in ReID tasks due to the use of
low-resolution cameras in real applications. They showed
that some methods can even perform better using images
with masked faces than using original images. We had sim-
ilar empirical findings in our datasets, as shown in Table 1,
where 80H-M/80E-M denotes the results of using 80H/80E
with all faces masked. The results show clearly that mask-
ing faces can hardly affect the performance.

3.3. Computational Cost

The runtimes of our model and the best contenders from
four different approaches are shown on Table 1. Our method
runs comparably fast to the most efficient counterparts in
both training and inference.
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