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1. Derivation of Depth Selectivity Expectation
In this section, we derive the expectation of depth selec-

tivity DSl,k when unit’s response is totally randomized. As
shown in Section 3.2 of the main paper, we assume |Rd

l,k| is
uniformly distributed in [0, b], where b is an arbitrary pos-
itive number as the upper bound. Then the CDF of |Rd

l,k|
is
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b
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b
, 0 ≤ x ≤ b. (1)

Since |Rmax
l,k | is the max value of all |Rd

l,k| for d ∈
{0, 1, ..., Nb − 1} (Nb is the number of discretized depth
bins), the CDF of |Rmax

l,k | is
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l,k | ≤ x)

= P (|R0
l,k| ≤ x, |R1

l,k| ≤ x, ..., |RNb−1
l,k | ≤ x)

= P (|R0
l,k| ≤ x)P (|R1

l,k| ≤ x)...P (|RNb−1
l,k | ≤ x)

= (
x

b
)Nb .
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Hence, the PDF is

p(x) =
Nb

bNb
xNb−1. (3)

The expectation of |Rmax
l,k | is

E[|Rmax
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*Corresponding author is Guanbin Li.

As |R̄−max
l,k | denotes the average of all the other non-

maximum absolute response, its expectation can be calcu-
lated as:

E[|R̄−max
l,k |] =

E[
∑

d |Rd
l,k|]− E[|Rmax

l,k |]
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(5)

Hence, the expectation of DSl,k is

E[DSl,k] =
E[|Rmax

l,k |]− E[|R̄−max
l,k |

E[|Rmax
l,k |] + E[|R̄−max

l,k |
=

1

3
. (6)

2. More Results and Discussions
To give a more comprehensive comparison of baseline

models and our interpretable models, we provide more qual-
itative and dissection results. In Fig. 1 to ?? we show the
dissection results of all units in layers of [2, 3] and our inter-
pretable counterparts, on both training and testing datasets.
Fig. 9 to 10 visualize more feature maps of our selective
units of interpretable models based on [2, 3]. Similar to
Fig. 5 of the main paper, three columns of each group are
input images, mask of pixels whose predicted depth is as-
signed to the corresponding units, and feature maps of our
selective units. All images are from the testing dataset.
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Figure 1. Dissection results of all 128 units in layer D and layer MFF of [2] (ResNet-50) (left) and our interpretable counterpart (right), on
training dataset.

Figure 2. Dissection results of all 128 units in layer D and layer MFF of [2] (ResNet-50) (left) and our interpretable counterpart (right), on
testing dataset.



Figure 3. Dissection results of all 128 units in layer D and layer MFF of [2] (SENet-154) (left) and our interpretable counterpart (right), on
training dataset.

Figure 4. Dissection results of all 128 units in layer D and layer MFF of [2] (SENet-154) (left) and our interpretable counterpart (right), on
testing dataset.



Figure 5. Dissection results of all 64 units in layer iconv1 and layer upconv1 of [3] (left) and our interpretable counterpart (right), on
NYUD-V2 [4] training dataset.

Figure 6. Dissection results of all 64 units in layer iconv1 and layer upconv1 of [3] (left) and our interpretable counterpart (right), on
NYUD-V2 [4] testing dataset.

Figure 7. Dissection results of all 64 units in layer iconv1 and layer upconv1 of [3] (left) and our interpretable counterpart (right), on
KITTI [1] training dataset.
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Figure 8. Dissection results of all 64 units in layer iconv1 and layer upconv1 of [3] (left) and our interpretable counterpart (right), on
KITTI [1] testing dataset.

Figure 9. Feature maps of selective units of the interpretable model based on [2] for NYUD-V2 [4] dataset.

Figure 10. Feature maps of selective units of the interpretable model based on [3] for NYUD-V2 [4] dataset.


