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A. Datasets
We now describe the datasets we used in our experiments

in detail.

AQA-7 [3]: AQA-7 contains 1,189 samples from seven dif-
ferent actions collected from winter and summer Olympic
Games. It contains two dataset released before: UNLV-
Dive [4] is named single diving-10m platform in AQA-
7, contains 370 samples. UNLV-Vault [4] is named gym-
nastic vault in AQA-7, contains 176 samples; The other
action classes are newly collected in this dataset: syn-
chronous diving-3m springboard contains 88 samples and
synchronous diving-10m platform contains 91 samples. big
air skiing cantains 175 samples and big air snowboarding
contains 206 samples.

MTL-AQA [5]: The MTL-AQA dataset contains all kinds
of diving actions, which is the largest AQA dataset up to
date. There are 1,412 samples collected from 16 difference
world events. The annotations in this dataset are various,
including the degree of difficulty (DD), scores from each
judge (totally 7 judges), type of diver’s action, and the final
score. We adopt the evaluation protocol suggested in [5] in
our experiments.

JIGSAWS [1]: JIGSAWS is a surgical actions dataset con-
taining 3 type of surgical task: ”Suture(S)”, ”NeedlePass-
ing(NP)” and ”Knotted(KT)”. For each task, each video
sample is annotated with multiple annotation scores assess-
ing different aspects of surgical actions, and the final score
is the sum of those sub-scores. We adopt a similar four-fold
cross validation strategy as [2, 6].

B. More Discussions
More analysis on the regression tree. To better under-
stand the prediction process of the regression tree, we also
investigate the prediction accuracy of each layer in the re-
gression tree on the MTL-AQA dataset, as shown in Fig-
ure 1. We also compare the results with two baseline meth-
ods. Comparing CoRe + GART and GART, we can see
CoRe + GART performs better in each layer under all val-
ues of K, which indicates measuring relative score between
input and exemplar is more effective than predicting the fi-

nal score directly. Comparing two CoRe-based methods, we
see the group-aware regression tree measures relative score
more accurately.

Figure 1: Classification accuracy for each layer of the
group-aware regression tree. CoRe + GART is our final
method, combining contrastive regression and group-aware
regression tree together. CoRe + MLP uses an MLP to re-
place the regression tree and the GART method only keeps
the regression tree without using the contrastive regression
framework. K is a tolerance threshold, which indicates
classifying a pair into the nearest-K groups is still regarded
as a correct classification.

More analysis on CoRe. Another advantage of our pro-
posed CoRe is that CoRe could alleviate the subjectiveness
from human judges by predicting the difference, despite the
fact that the exemplar video is also annotated by human
judges. Formally, we can assume a score x = x+ n can be
decompose as the actual value x and a subjectiveness term n
that subjects to normal distributionN (0, σ2). If we directly
predict x, the variance of subjectiveness term is σ2. By
introducing M exemplar videos with scores {x1, ...,xM},
our goal is to predict the difference
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M
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i
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which also subjects to a normal distribution:
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We see the prediction becomes closer to the actual value
when M > 2. The empirical results in Figure 5(b) in the
original paper also support our assumption.
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Figure 2: Case study. The videos marked with E and I in the upper left corner are the exemplar and the input video, respectively. Each
pair of exemplar and input videos have the same degree of difficulty (DD). We show the probability output for each layer of the regression
tree and the regression value for each leaf on the right. We take the regression value of the leaf node with the highest probability as the
final regression result.

More analysis on R-`2. To more precisely measure the
AQA performance, we propose a stricter metric, called rel-
ative L2-distance (R-`2), to measure the performance of
the score prediction model. We use R-`2 instead of tradi-
tional L2-distance because different actions may have dif-
ferent scoring intervals. Comparing and averaging `2 dis-
tance among different classes of actions is may be confus-
ing in some cases. Given the highest and lowest scores for
an action smax and smin, R-`2 is defined as:

R-`2(θ) =
1

K

K∑
k=1

(
max(|sk − ŝk| − θ, 0)

smax − smin
)2. (3)

sk and ŝk represent ground-truth score and prediction for
kth sample. θ is a tolerance threshold. If error between
prediction and ground-truth is less than the threshold, the
error will be ignored. K is the size of dataset.

Compared to previous metrics like Spearman’s correla-
tion, the proposed R-`2 metric has two key advantages: 1)
our metric can judge a single prediction while Spearman’s
correlation requires the whole test set, which makes our
metric more flexible; 2) our metric is stricter and more rea-
sonable especially when the test set is relatively small. For
example, diver A and diver B get score of 95 and 65 respec-
tively by human professional judges. If the predictions of
these two actions are 80 and 30, it is a prefect prediction
under the Spearman’s correlation metric, while our metric
can clearly reflect the prediction performance.

C. Case study

We conduct two more case studies here, as shown in Fig-
ure 2. Based on the comparison between the input and the
exemplar, the regression tree determines the relative score
from coarse to fine. The first layer of the regression tree
tries to determine which video is better, and the following
layers try to make this determination more accurate. The
first case in the figure shows the behavior when the differ-
ence between the pair is small, while the second case shows
the behavior when this difference is large. When the differ-
ence between the two videos is large, it is easy to make the
prediction. While the difference is small, the classification
task is more difficult, but our method can still give a rela-
tively accurate judgment. We see the proposed contrastive
regression framework and the regression tree are two key
techniques to achieve accurate score prediction.
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