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1. Supplementary Material
In this supplementary material, we will detail several as-

pects which are omitted in the main paper due to length
limits.

• Section 1.1 Implementation details for the codebase.

• Section 1.2 More qualitative analysis of the results.

1.1. Implementation Details for the Codebase

Previous methods may claim their state-of-the-art per-
formances while varying in backbones and input modali-
ties, which influence the results a lot. Just like other video-
related tasks (e.g., video action classification [5] and video
detection [4]), we think it to be more appropriate to set
backbones and input modalities the same while comparing.

Generally, our codebase follows the pipeline outlined
in the main paper: spatial-temporal feature extraction and
reasoning. The feature extraction stage composes of the
backbone inference, the RoIAlign cropping and the feature
embedding. All methods use the tracklets from [1]. The
RoIAlign extracts a feature map of size 5× 5 for every per-
son feature. The embedding layer is instantiated by a fully-
connected layer. For fair comparison, we all follow [7] to
initialize the backbone parameters with ones from the base
model. We use a batch size of 2 due to high image resolu-
tion. The codes are implemented using Python 3.6, Pytorch
1.2 and Torchvision 0.4 on the CentOS7 system. We con-
duct our experiments on NVIDIA TITAN RTX.

Furthermore, we provide more details for implementing
reasoning modules.

• PCTDM [8] The original instantiation of PCTDM1 is
a bit different from our pipeline, which uses cropped
and resized person images (224 × 224) to get per-
son feature embeddings. In this codebase, we use

*Corresponding author.
1Original PCTDM codes are available at https://github.com/

ruiyan1995/Group-Activity-Recognition.

RoIAlign features instead and change its backbone to
ResNet-18.

• ARG [7] We strictly follow its original setting and
publicly available codes2. The only adaptation is that
we change its backbone to ResNet-18 following [9].

• AT [3] The original paper uses the backbone of I3D
and HRNet to obtain person features. In this code-
base, we change its backbone to ResNet-18 and use
only RGB images as input.

• HiGCIN [9] The original instantiation of HiGCIN3

is similar to [8], which uses cropped person images.
Although we try using RoIAlign features, the experi-
ment shows slow convergence. So, we only provide re-
sults using cropped person images. The #Params and
FLOPs for HiGCIN are 1.05M and 184.99G for the
reasoning module per video.

• SACRF [6] Also, we strictly follow the inference
scheme from the original paper: a Self-attention Aug-
mented Conditional Random Field (SACRF) and a
Bidirectional UTE (BiUTE). The original paper only
provides results with I3D+FPN+Alphapose[2] using
RGB+Flow input. To seek for a fair comparison, we
change its backbone to ResNet-18 and input modality
to RGB images.

1.2. More Qualitative Analysis

Due to the length limits, we only illustrate one exam-
ple in the main paper. In this supplementary material, we
provide more visualization results to understand the model
better.

In Figure 1, we illustrate one example of right spike ac-
tivity from VD. Specifically, we visualize the group inter-
action graph in the upper right image of Figure 1. As we

2Original ARG codes are available at https://github.com/
wjchaoGit/Group-Activity-Recognition.

3Original HiGCIN codes are available at https://github.com/
ruiyan1995/HiGCIN.



Figure 1. Visualizations of a right spike activity example. The upper left image is the starting image of the video clip. The upper right is
the corresponding group interaction graph. The lower right is the interaction graph of the 8th person (key person, red boxes in the group
interaction graph). The lower left illustrates two of the 8th person’s key interactions (yellow boxes in the 8th person’s interaction graph).

Figure 2. Visualizations of two moving activity example. For each example, we illustrate its group interaction graph on the right and its
key frame (red boxes in the group interaction graph) on the left.

sum along the temporal axis in this group interaction graph,
we can obtain that 8th person is the key person in this video
clip. The 8th person in this video clip is performing the
spiking action, which is semantically important for recog-
nizing right spiking activity. Then we visualize the 8th
person’s person interaction graph. Although we initialize
the interaction field locally, it still facilitates global-level
interactions with the help of DIN. Moreover, we can ob-

serve which person interacts with the 8th person more in
the spatio-temporal domain. We illustrate two of his key in-
teractions (yellow boxes) in the 8th frame. The 5th person
in the 8th frame is the one who is trying to block the ball.
The 7th person in the 8th frame is the one who set the ball
to the 8th person. They semantically interact with the key
person.

In Figure 2, we illustrate two moving examples from



CAD. We visualize their group interaction graphs on the
right of each example. Compared to VD’s group interaction
graphs, CAD’s group interaction graphs have denser con-
nections, indicating CAD needs more global interactions.
Moreover, CAD’s group interaction graphs show a more ob-
vious temporal-independency than VD’s. For the first pre-
sented example, the 4th frame is the key frame. For the
second presented example, the 5th frame is the key frame.
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