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1. Implementation Details

Query generation: For CelebA [3] dataset, the standard
testing set is used to both generate the queries and as the
gallery set. For the synthetic dataset, the latent space of the
StyleGAN [2] is sampled to produce the 100, 000 images.
In the main manuscript, the synthetic images are used for
the qualitative evaluations, as the gallery set is much larger.

To generate the queries, we randomly select 1000
images from the gallery set as the query face. We make
sure that, after changing one attribute in these query images
(the query attribute), there is at least one similar image
the gallery set. Here, we use the ground truth attributes
to define similarity. For our experiments, we consider
two images similar if they have the exact same ground
truth attribute values. Then, we use the query face and
the query attribute to create either the modification vector
(used by the GAN-based methods) or the modification text
(used by the compositonal leaning methods). Out of 40
attributes in the CelebA data, 5 attributes are not related
to facial features and are removed. These attributes are:
blurry, necktie, earrings, hat, and necklace.
Furthermore, to generate modification text and to generate
queries, the attributes that describe the same feature are
considered as one attribute. For example, CelebA contains
ground truth for black hair, brown hair, blonde hair, and
grey hair. We consider these four attribute as one, when
generating the queries. Here are some example query
modification texts: add/remove eyeglasses, make
hair black/brown/blonde/grey, make face
young/old, add/remove hair, add/remove
smile, and change gender to male/female.

To generate the modification vector for our method, we
just set the corresponding entry to 0 or 1. We use binary
modification vector in our experiments for a fair compar-
ison with the text based methods. However, our method
is capable of accepting any value between 0 and 1 for the
modification vector, which will be illustrated shortly.

Query

Default result (no manipulation):

Emphasizing Pale Skin (increased attribute preference):

+ Modifying Pale Skin (increase value to 0.5):

+ Modifying Pale Skin (increase value to 1.):

Figure 1. An example of modifying the retrieval results using con-
tinuous, real-valued, modification vector. The attribute intensity
for Pale Skin for the query face is estimated as 0.12. The user
is able to modify the results by increasing it to 0.5 and then to 1.

To retrieve images using the method in [4], we first use
the image embeder to embed the query face. Then, the
attribute operator corresponding to the attribute being ad-
justed is applied to obtain the modified query. The closest
faces to this modified query vector in the gallery set are then
retrieved and sorted using their Euclidean distance. For the
feature extractor, which is a building block of the image
embeder architecture in [4], we use Inception Resnet V1
architecture, as described in [7] and trained on VGGFace2
[1].

Training: For the compositional learning baselines, the
full training set is used. For each training image, we gen-
erate all the possible query modification texts, as discussed
earlier. All these possible queries are used to train the model
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(a) Modification: setting Young to 0
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(b) Modification: setting Heavy makeup to 1
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(c) Modification: setting Mouth slightly open to 0

Figure 2. Examples of retrieved images by our method and the compositional learning method in [8] and their corresponding nDCG
and identity similarity. (a) Changing the attribute Young to 0, (b) Changing the attribute Heavy makeup to 1, and (c) Changing the
attribute Mouth slightly open to 0. In all of these examples, our method outperforms the baseline in both the evaluation metrics.
Qualitatively, the retrieved images by method can modify the attribute, while preserving the other attributes, such as skin tone, hair color,
smiling, etc, better.

using the code provided by the authors. On the other hand,
for our method, we use a subset of CelebA training set
and its corresponding attribute ground truth to obtain the
attribute direction in a pretrained StyleGAN. For that, we
first select a subset of images such that we have both pos-
itive and negative for all the attributes. Then, the selected
samples are encoded onto the latent space using the encoder
proposed in [5]. Then the latent vectors are used to obtain
the sparse and orthogonal attribute directions as proposed
in the main manuscript. The same number of samples and

same encoder are used to extract the attribute directions for
the GAN-based baseline [6], using the code provided by the
authors.

2. Additional Experiments

Figure 1 illustrates a retrieval example using synthetic
images and real-valued modification vector, as opposed to
binary. In this example, the user is modifying the attribute
Pale Skin. The estimated intensity of this attribute in
the query is 0.12, but the user is able to modify the re-



trieval results by increasing it to 0.5 or 1. Here, we have
first emphasized this attribute in the results, by increasing
the preference value, to make the changes in attribute inten-
sity more dominant. This example shows how our method
can successfully utilize a modification vector to manipulate
the results in a continuous manner, a capability which mod-
ification text cannot provide.

To compare the retrieved images using our method and
the baseline in [8], Figure 2 shows a few examples of re-
trieved images and their corresponding performance met-
rics using the CelebA dataset and after modifying an at-
tribute. For a fair comparison with the text-based baseline,
we only use binary values as the modification for this exper-
iment. For example, in Figure 2(a), we want to retrieve im-
ages similar to the query images, while changing the value
for attribute Young to 0. Note that our method is able to
preserve most the other attributes, such as skin tone, hair
color, makeup, smiling, etc, while being able to modify the
specified attribute, i.e. age. Similarly, for the other exam-
ples, the retrieved images by our method are more similar
to the query images and to the other retrieved images, both
in terms of identity and facial attributes. We argue that this
because the latent space of GAN contains all the necessary
information necessary to reconstruct the image, while the
embedding space generated by the compositional learning
methods does not need to satisfy such requirement. Also,
our method is able to disentangle the attributes more effec-
tively and can modify an attribute, while preserving other
attributes and the identity.

To illustrate this, Figure 3 and Figure 4 show a few ex-
amples of editing multiple attributes in faces using the ob-
tained attribute directions for synthetic and real faces, re-
spectively. To achieve this, the latent vector corresponding
to the starting point face, marked with the red square, is
moved along two attribute directions. these figures show
that our obtained attribute directions are more disentangled,
compared to the method proposed in [6]. For example, in
Figure 3, attributes Pale Skin and Chubby affect the
attribute Smiling in faces edited using the baseline direc-
tions, an artifact that is not present in faces edited by our
obtained directions. Furthermore, in Figure 3(b), manipu-
lating the attribute Black Hair using the method in [6]
affect the identity. The difference is even more apparent for
real faces, Figure 4, where the baseline modifications lead
to a lot more artifacts and more impact on the identity, com-
pared to ours.

The quantitative results presented in Table 1 in the main
manuscript also suggest that the directions obtained by our
method are more disentangled compared to [6], as our
method is able to consistently achieve better nDCG, while
having similar or better identity similarity. This means that
our sparse attribute directions affect the identity and other
attributes less. We argue that this is due to the fact that the

Ours InterFaceGan [6]
(a)

Ours InterFaceGan [6]
(b)

Figure 3. Attribute manipulation results using our method and the
method proposed in [6] on two synthetic images. The latent vec-
tor corresponding to the starting point, marked with red square, is
gradually moved along to different attributes’ directions. Notice
the impact of adjusting attributes Chubby and Pale skin on
the smile in images edited using [6].

direction obtained by our method are sparse, meaning that
they affect as few entries in the latent vector as possible.
This encourages the learned directions to only affect the en-
tries that are most relevant to their corresponding attribute.
Figure 6 in the main manuscript shows how the energy of
the sparse attribute directions are concentrated on a small
percentage of the entries. Similarly, Figure 5 in this doc-
ument shows the how the energy of the attribute vector is
distributed across the layers. The energy ratio for each layer
is calculated as the ratio of the ℓ2 norm of the latent vector
in that layer to the overall norm, i.e., ∥wl∥2

∥w+∥2
. For exam-

ple, the energy of the attribute vectors that only affect color
of skin or hair, Black Hair and Pale Skin, is mostly
concentrated in the layers that are responsible for fine fea-
tures of the face, i.e., the last few layers of the synthesis
network. On the other hand the attribute vectors that affect
the coarse structures in the face, such as Eyeglasses,
Bangs, Baldness, Smiling, etc, are mainly concen-
trated in the first few layers.

Finally, Table 1 compares the GAN-based methods’ per-
formance, in terms of nDCG and identity similarity, for dif-
ferent number of training samples used to obtain the at-
tribute directions. Our proposed method is consistently
more data-efficient compared to the baseline. This can be



Table 1. Normalized discounted cumulative gain (nDCG) and identity similarity for the GAN-based methods using different number of
training faces to obtain the attribute directions, averaged over 1000 queries. Here we are calculating the metrics on the top-5 images

Number of training samples 3,500 14,000 20,000

Method nDCG
Identity

nDCG
Identity

nDCG
Identity

Similarity Similarity Similarity
InterFaceGAN [6] (Identity constrained) 0.79 0.817 0.81 0.860 0.82 0.859
Ours (Identity constrained) 0.82 0.830 0.83 0.864 0.85 0.864
InterFaceGAN [6] (best nDCG) 0.83 0.831 0.88 0.839 0.90 0.841
Ours (best nDCG) 0.85 0.840 0.90 0.847 0.92 0.848

Ours InterFaceGan [6]
(a)

Ours InterFaceGan [6]
(b)

Figure 4. Attribute manipulation results using our method and the
method proposed in [6] on two images from CelebA dataset. The
latent vector corresponding to the starting point, marked with red
square, is gradually moved along to different attributes’ directions.
The obtained directions by the baseline leads to more artifacts
compared to the directions obtained by our method.

due to the fact that we enforce both orthogonality and spar-
sity constraints during the training, which makes the so-
lution space much smaller. Also, comparing the results
with Table 1 in the main manuscript, our proposed method
can compete with the compositional-learning methods even
with only 3, 500 training samples, while these baselines use
the full training set, containing more than 160, 000 samples.
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(b) Black Hair
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(c) Eyeglasses
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(d) Smiling
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(e) Bangs
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(f) Pale Skin
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(g) Chubby
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Figure 5. Ratio of ℓ2 norm of different attribute vectors in each
layer over the total ℓ2 norm of the vector, for our method and Inter-
FaceGAN [6]. Our method often concentrates most of the energy
of the vector in a few layers. For example, vectors correspond-
ing to Bangs and Baldness have a similar energy profile and
only manipulated the layers corresponding to the coarse structures,
i.e., first few layers. On the other hand, vectors corresponding to
Black hair and Pale skin mainly change the last few lay-
ers, which are responsible for finer structures in the face.
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