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1. Implementation details
1.1. Network architecture

We show in Figure 1 the architecture of our hidden layers in the sinogram prediction module, which is composed of six
layers of 256 neurons and one output layer of one neuron.

Figure 1. Architecture of the multi layer perceptron (MLP) network for the hidden layers in IntraTomo.

1.2. Parameters

The parameters used for the experiments in the main paper are shown in Table 1.

Sparse view tomography Limited angle tomography Super resolution tomography
SL [12] Brain [3] ATLAS [10] Covid-19 [7] SL [12] LoDoPaB [9] Pepper Rose SR [2] Pepper Foam [4]

σ 1.5 3.0 4.0 1.8 1.5 2.8 1.8 6.0 1.5 8.0 4.0
k1 0.1 0.1 0.05 0.2 0.15 0.15 0.1 0.1 0.05 0.05 0.1
k2 0.15 0.15 0.18 0.2 0.2 0.2 0.2 0.2 0.1 0.2 0.2

Table 1. Parameters used in each experiment for IntraTomo

1.3. Running time

We run experiments on a single RTX 2080Ti GPU. Each method is accelerated using a CUDA backend [13]. Table
2 illustrates the obtained running time for each of the compared methods in the paper. The first experiment consists of
reconstructing a 2D 256 × 256 density field from the Pepper dataset, using 25 sparse view projections. While the second
experiment reconstructs the same density field but using a limited angle setting with 45 projections from a range of 45 degrees.



FBP [11] SART [1] TV [6] Stochastic [2] Deep prior [5] IntraTomo (Ours)
Sparse view tomography 3 seconds 1 minute 1 minute 2 minutes 14 minutes 2 minutes

Limited angle tomography 3 seconds 1 minute 2 minutes 3 minutes 32 minutes 7 minutes

Table 2. Running time for two different experiments using the Pepper dataset.

2. Supplemental results
In this section, we provide more experimental results for the datasets shown in the main paper.

2.1. Sparse view tomography

We show additional results for sparse view tomography in Figure 3 and Figure 5 (first row), with a different number of
sparse views. Also, a highly undersampled case (with five views only) is evaluated, shown in Figure 2 with the SL phantom.
We can observe that our method can achieve more convincing qualitative and quantitative results even in this highly ill-posed
setting. Table 3 (left) shows the quantitative results for the sparse view tomography experiments in the main paper.

Figure 2. Sparse View tomography with 5 views for SL phantom [12] and corresponding PSNR/SSIM metrics.

Figure 3. Sparse View tomography with 10, 15, 20, and 25 views for Deep prior (first row) [5] and Ours (second row).

2.2. Limited angle tomography

We show additional results for the limited angle tomography in Figure 4 with a different range of angles, covering 20, 30,
45, and 60 degrees. We depict a comprehensive comparison with the SOTA deep prior approach. Numerical evaluation is



shown in Table 4. Besides, Figure 5 (second row) shows with different limited angles (30, 40 and 80) for the LoDoPaB-CT
dataset. Table 3 (right) shows the quantitative results for the limited angle tomography experiments in the main paper.

Figure 4. Limited angle tomography. The reconstruction results for Pepper dataset with 20, 30, 45, and 60 degrees respectively as input for
Deep prior approach [5] (first row) and Ours (second row).

Sparse view tomography Limited angle tomography
SL [12] Brain [3] ATLAS [10] Covid-19 [7] SL [12] LoDoPaB [9] Pepper Rose

FBP [11] 8.2/ .19 14.96/ .57 11.10/ .25 11.92/ .68 11.26/ .29 11.53/ .30 12.63/ .35 11.72/ .75
SART [1] 10.35/ .23 18.38/ .80 13.97/ .25 18.48/ .80 12.33/ .30 11.58/ .38 12.55/ .36 13.08/ .78
TV [6] 20.65/ .83 25.08/ .96 19.03/ .65 21.61/ .88 16.43/ .70 12.24/ .46 15.40/ .67 20.83/ .95
Stochastic [2] 21.22/ .86 25.86/ .97 19.04/ .69 22.50/ .90 16.67/ .73 12.97/ .47 15.59/ .69 21.53/ .96
Deep prior [5] 27.30/ .90 26.17/ .97 19.21/ .69 23.55/ .90 21.32/ .84 14.53/ .56 18.12/ .83 24.15/ .97
Ours (no g.r.) 28.23/ .97 26.85/ .97 18.50/ .66 24.54/ .92 26.34/ .97 20.37/ .63 25.82/ .97 29.58/ .99
Ours (full) 28.41/ .97 30.38/ .99 22.54/ .80 27.19/ .95 26.68/ .97 21.80/ .69 28.40/ .98 30.06/ .99

Table 3. PSNR/SSIM measurements for each approach. Higher values are better for PSNR and SSIM.

2.3. Super-resolution tomography

We show additional super-resolution results and analysis for the super-resolution tomography application. The Figures 6
and 7 (a scan for the blue lines of Fig. 6) show clearly that our reconstruction is much sharper than the other baseline methods,
with this challenging super-resolution factor (×8). We also evaluate our super resolution application on the Foam phantom [4].
The reconstruction results are shown in Figure 8 with ×4 upsampling, while the upsampled projections with ×8 and ×16 are
shown in Figure 9.

2.4. Additional comparison to baseline methods

We conduct an additional comparative study on the Pepper dataset. As shown in Table 4, different views in sparse view
tomography (also see Figure 3), different angles in limited angle tomography (also see Figure 4), and different upsampling
scales for the super-resolution tomography are evaluated using our method and the best selected baseline methods.

A comparison between FBP (50 views), FBPConvNet [8] (50 views) and ours with different views are provided in Figure 10
and Figure 11 .



Figure 5. Different challenging reconstructions of the LoDoPaB-CT dataset with IntraTomo. The first row corresponds to sparse view
reconstruction with a different number of sparse views: 5, 10 and 20 (from left to right). In the second row, limited angle tomographic
reconstruction results are shown for the cases of 30, 40 and 80 degrees (from left to right).

Figure 6. Examples of super-resolution tomography. From left to right: a Nearest, Bilinear, Bicubic, Lanczos upsampling of low-resolution
sinograms with ROF reconstruction [6], ours (IntraTomo), and GT, respectively. The (PSNR(dB)/ SSIM) measurements are given for each
approach on the image.
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Figure 7. Super-resolution tomography with 1D scan-line of reconstructed density field (the blue lines on super-resolution results in Figure 6)
with different interpolation techniques.

Figure 8. Super-resolution tomography (4 times upsampling) with Foam phantom [4]. From left to right: a Nearest, Bilinear, Bicubic,
Lanczos upsampling of low-resolution sinogram with ROF reconstruction [6], ours (IntraTomo), and GT, respectively. The (PSNR(dB)/
SSIM) measurements are given for each approach on the image.
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Figure 9. Examples of super-resolution tomography with Foam phantom [4]. The projections are upsampled with 8 (first row) and 16 (second
row) with different approaches, respectively.
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Figure 10. A comparison between FBP method, FBPConvNet, and ours for pepper data.
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Figure 11. A comparison between FBP method, FBPConvNet, and ours for Shepp-Logan phantom.


