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1. Appendix

1.1. Implementation details

Our ELSD uses the backbone of U-shape network that
adopts ResNet34[4] as the encoder and optionally Hour-
glass Network[10] as the backbone. We conduct standard
data augmentation for the training set, including horizon-
tal/vertical flip and random rotate. Input images are resized
to 512 × 512. Our model is trained using ADAM[6] op-
timizer with a total of 170 epochs on four NVIDIA RTX
2080Ti GPUs and an Inter Xeon Gold 6130 2.10 GHz CPU.
The initial learning rate, weight decay, and batch size are set
to 1e − 3, 1e − 5, and 16 respectively. The learning rate is
divided by 10 at the 100th and 150th epoch. It is recom-
mended to train line detector firstly and then jointly train
with descriptors, since the line descriptor branch is easier to
learn compared to the line detector branch. See the source
code in the supplementary file for more details.

1.2. Qualitative Results on Line Segment Detector

We show more visualization results on the Wireframe
dataset[5] and YorkUrban dataset[2] in Figure 1 and Figure
2. The configurations for visualization of different methods
are as follows:

• The a-contrario validation of LSD[3] is set to
−log ε = 0.01× 1.758.

• The thresholds in line verification of L-CNN[14],
HAWP[12] and HT-HAWP[9] are set to 0.98, 0.95
and 0.99 respectively, where the PR curve of sAP 10

achieves maximum F-score on Wireframe dataset.
• The threshold of root-point detection in TP-LSD is set

as 0.43, where the PR curve of sAP 10 also achieves
maximum F-score.

• For Our ELSD, the threshold of mid-point’s score after
Non-Centerness Suppression is set to 0.22 for the same
purpose.

*Corresponding author. This paper is supported by the National
Key R&D Plan of the Ministry of Science and Technology (Project No.
2020AAA0104400).

Methods Dimension Precision(%) Recall(%) F-Score(%)
LBD 78 69.3 63.8 66.4
LLD 64 57.5 43.6 49.6
DLD 8 52.2 42.6 47.0
WLD 16 67.0 57.2 61.7
Ours 256 72.6 77.1 74.7

64 73.5 76.2 74.8
36 72.2 75.3 73.7
16 68.4 69.7 69.1
8 60.3 60.1 60.2

Table 1: Line descriptor evaluation by line matching.

1.3. Qualitative Results on Line Descriptor

To perform the quantitative and qualitative evaluation for
line matching using different descriptors, we select about
1000 image pairs from ScanNet[1] dataset that includes
large viewpoint change, rotation change, and scale change.
We further visualize the line matching results of LBD[13],
LLD[11] and our 64-dimensional descriptor. We use the
OpenCV implementation of 72-dimensional LBD descrip-
tors and the official model of LLD descriptors. Note that
we find the nearest neighbors to match lines across descrip-
tors and perform cross-checking. The results are shown in
Figure 3.

1.4. Comprehensive comparison on Line Descrip-
tion

We add the comparison with the official DLD[8] and
WLD[7] models, under the same evaluation setting in Sec-
tion 4.4. We also train ELSD with setting the same de-
scriptor dimension as DLD and WLD respectively. The
whole results are shown in Table 1. Our descriptors out-
perform DLD and WLD, mainly due to ELSD’s tightly-
coupled learning of detector and descriptor.

1.5. The ablation study for the use of static and
dynamic lines.

We train ELSD using only static lines, and the result is
reported in Table 2. Using both static and dynamic lines in-



No. Static Dynamic Dimension Precision(%) Recall(%) F-Score(%)
1 X X 64 73.6 76.2 74.8
2 X 64 71.1 71.6 71.3

Table 2: Ablation study on dynamic lines in descriptor
learning.

deed boosts the performance, compared to only using static
lines.
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Figure 1: Visualization of line detection methods on Wireframe dataset.
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Figure 2: Visualization of line detection methods on YorkUrban dataset.
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Figure 3: Line matching results using descriptors. Note that the blue lines are predicted by our ELSD, and the green / red
lines represent the true / false positive matches.


