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1. Model Architecture

The training procedure of the proposed method consists
of several steps. Here we show the detail model architecture
of each component in Table 1.

Encoder We construct 6 convolutional layers in the encoder
E with 3×3 kernels, and the stride is fixed to be 2 to achieve
spatial down-sampling instead of using deterministic spatial
functions such as maxpooling. Each convolutional layer is
followed by a batch normalization layer and a LeakyReLU
activation layer. Then two fully-connected output layers
(for mean and variance) are added to encoder, and will be
used to compute the KL divergence loss [5] and sample la-
tent variable (see [4] for details).

Decoder For decoder M , we use 6 convolutional layers
with 3×3 kernels and set stride to be 1, and replace standard
zero-padding with replication padding, i.e., feature map of
an input is padded with the replication of the input bound-
ary. For upsampling we use nearest neighbor method by
a scale of 2 instead of fractional-strided convolutions. We
also use batch normalization to help stabilize training and
use LeakyReLU as the activation function.

Generator The feature generator g is built by the repetition
of two blocks, each defined by a fully connected layer, a
batch normalization layer, and a dropout layer, followed by
a fully-connected layer with tanh activation functions.

Discriminator The discriminator D is a fully connected
layer, with a sigmoid activate function as output layer. The
extractor f is ResNet [2] or HRNet [13] backbone which
takes in images patches cropped around the human or hand.
And the predictor h takes the resulting feature map and up-
samples it using three consecutive deconvolutional layers
with batch normalization and ReLU. A 1-by-1 convolution
is applied to the upsampled feature map to produce the vol-
umetric heatmaps for each joint location.

Table 1: The architecture of variational autoencoder, fea-
ture generator and discriminator. We denote the 2D convo-
lution as Conv, fully-connected layer as FC, LeakyReLU as
LReLU and BN as batch normalization. S means the stride
size of convolution and US represents upsampling. The out-
put dimension of FC layer is denoted by d.

Module Name Layer Output size

Encoder

Input 256×256×3
Conv 0 3×3×8, S 2, BN, LReLU 128×128×8
Conv 1 3×3×16, S 2, BN, LReLU 64×64×16
Conv 2 3×3×32, S 2, BN, LReLU 32×32×32
Conv 3 3×3×64, S 2, BN, LReLU 16×16×64
Conv 4 3×3×128, S 2, BN, LReLU 8×8×128
Conv 5 3×3×256, S 2, BN, LReLU 4×4×256
FC 1&2 256 d 256, 256

Decoder

Input 256
FC 4096 d 4×4×256

Conv 0 US, 3×3×128, BN, LReLU 8×8×128
Conv 1 US, 3×3×64, BN, LReLU 16×16×64
Conv 2 US, 3×3×32, BN, LReLU 32×32×32
Conv 3 US, 3×3×16, BN, LReLU 64×64×16
Conv 4 US, 3×3×8, BN, LReLU 128×128×8
Conv 5 US, 3×3×3 256×256×3

Generator
FC 0 1024 d, BN, ReLU, Dropout 0.5 1024
FC 1 1024 d, BN, ReLU, Dropout 0.5 1024
FC 2 256 d, BN, Tanh 256

Discriminator FC 0 1024 d, ReLU 1024

2. Human Pose Datasets Summary

Human3.6M [3] dataset contains 3.6 million images featur-
ing 11 actors performing 15 daily activities from 4 camera
views. We follow the standard protocol and use subjects 1,
5, 6, 7 & 8 for training and subject 9 & 11 for evaluation.
The evaluation is performed on every 64th frame of test set.
3DPW [16] dataset contains 60 clips of outdoor videos cap-
tured from a moving mobile phone and 17 IMUs attached to
the subjects. We evaluate on the test set, which comprising
24 videos, using the 14 key joints that are common across
both MS-COCO [6] and SMPL [8] skeletons.
MPI-INF-3DHP (3DHP) [9] dataset consists of both con-



Table 2: Human pose estimation results. The experiment is conducted on various source→target settings.
Learning Methods SURREAL→ 3DPW SURREAL→ 3DHP SURREAL→ H3.6M SURREAL→ HumanEva

Category MPJPE↓ PAMPJPE↓ MPJPE↓ PAMPJPE↓ MPJPE↓ PAMPJPE↓ MPJPE↓ PAMPJPE↓
Conventional
Learning Source only 124.2 74.3 130.3 96.9 117.1 81.6 116.9 96.3

DDC [14] 114.3 64.7 120.6 86.4 107.5 72.9 106.5 86.0
Domian DAN [7] 112.7 62.5 118.5 84.2 105.4 70.2 104.1 84.8
Adaptation DANN [1] 110.9 60.8 116.9 82.3 103.8 68.7 102.0 82.4

Our method (SD + TD) 103.2 54.4 107.1 76.3 94.9 59.5 94.7 77.8

Domain Wang et al. [17] 112.2 63.8 118.2 85.9 103.3 67.5 - -
Generalization Our method (SD + UD) 107.3 59.5 111.7 81.6 98.4 65.8 99.9 82.1

Our method (SD + Multi-UDs) 104.7 56.1 108.9 78.4 95.3 62.8 96.2 79.5

strained indoor and complex outdoor scenes. It records 8
actors performing 8 activities from 14 camera views. On a
14-joint skeleton, we consider all the 8 actors and select se-
quences from 8 camera views as the training set. Evaluation
is performed on the independent MPI-INF-3DHP test set.

SURREAL [15] is a synthetic person dataset generated
with SMPL model [8]. It has 68036 videos of SMPL ren-
dered humans moving on top of random backgrounds. The
training, validation and test set consists of 55001, 507 and
12528 videos, respectively.

HumanEva [11] contains 7 calibrated video sequences that
are synchronized with 3D body poses obtained from a mo-
tion capture system. The database contains 4 subjects per-
forming a 6 common actions (e.g. walking, jogging, ges-
turing, etc.). The dataset contains training, validation and
testing (with withheld ground truth) sets.

3. Hand Pose Datasets Summary

STB [12] dataset contains videos of a single person’s left
hand in 6 real world indoor environments. It has both 2D
and 3D annotations of 21 joints for 18000 stereo pairs. We
follow [12] and divide the dataset into a training set of
15000 images and an evaluation set of 3000 images.

RHD [19] is a synthetic dataset built upon 20 different char-
acters performing 39 actions. It provides 41,258 images for
training and 2,728 images for evaluation.

FreiHAND [20] is a 3D hand pose dataset which records
different hand actions performed by 32 people. It contains
32,560 training samples and 3960 samples for evaluation.

Panoptic (PAN) [19] dataset was recorded using a multi-
view capture setup with 10 RGB-D sensors, 480 VGA and
31 HD cameras. We select 171204 pose3 as evaluation set
and use the remaining 11 sequences for training.

GANerated (GAN) [10] dataset has 330K synthetic images
of hands, sometimes holding an object, in a random back-
ground. The images were made more realistic by extending
CycleGAN [18].

4. Evaluation on Human Pose Estimation Task
In this section, we provide additional evaluation results

on human pose estimation task. We select SURREAL as
the source dataset where 3DPW, 3DHP, Human3.6M and
HumanEva are used in turn as target dataset. The naı̈ve
baseline model is trained on source dataset only and directly
tested on the target dataset without any adaptation. Table 2
shows the results of several baselines and our proposed
method. For the domain adaptation setting, our proposed
approach outperforms DDC [14], DAN [7], DANN [1] with
a significant margin on both MPJPE and PAMPJPE.

We also evaluate on the domain generalization setting
where there is no access to the target domain data. When
only using one unconstrained dataset, our method (SD +
UD) reduces MPJPE by an average of 5.43 mm on three
target datasets when compared with Wang et al. [17]. In
addition, when using multiple unconstrained datasets, our
method (SD + Multi-UDs) can even reach a competitive
performance against the domain adaptation model, i.e. our
method (SD + TD).

5. Ablation Study
Dimension of Generated Features Here, we examine how
the dimensionality of generated features influence the per-
formance of our method. Table 3 show the experimental re-
sults of different feature dimension used in training. It can
be seen that choosing a dimension of 256 is better than the
others. When we increase the dimension from 256 to 1024,
the performance of our proposed model declines slowly. As
the dimension of features increases, the parameters of the
model become more complex. Hence the bigger the dimen-
sion of features, the more the chances of overfitting. Choos-
ing a relatively small dimension could help the model avoid
overfitting to the training data.

Visualization of the Generated Features Here, we visu-
alize the generated features from 6 randomly selected GT
poses with t-SNE algorithm. In Figure 1, dots with the same
color are features generated from the same GT pose but
with different random noise. The features generated from



Table 3: Human pose estimation performance of different
feature dimension on 3DPW dataset.

Feature Dimension MPJPE↓ PAMPJPE↓
128 95.8 65.7
256 94.7 63.9
512 96.3 64.4
1024 97.2 67.5

the same pose clump together as a cluster, while those from
different poses are far away. This empirically implies the
pose information is properly embedded. Furthermore, for
similar pose (e.g., red & blue and orange & green), the gen-
erator can still generate distinguishable features that are not
fully overlapped.

Figure 1: Visualization of the distribution of generated fea-
tures from 6 random GT poses with t-SNE algorithm.
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