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A. Additional Qualitative Results
In this section we show more qualitative results on il-

lumination enhancement and photo retouching to compare
STAR and CNN backbones. The codes and full results will
be released in the future.

A.1. Illumination Enhancement Results

Fig. 1 give additional illumination results on FiveK [1]
datasets. The same to Section 4.1, DCE-Net and DCE-
NetD here denote original pixel-wise implementation of
[2] and its downsampled form (predicting token-wise curve
like STAR). As Fig. 1 shows, compared to CNN backbone,
STAR can yield high quality results which are much closer
to the references, with only 13% float operations.

A.2. Photo Retouching Results

In Fig. 2 we show more photo retouching results. As
shown, compared to [4], semantic methods deliver both
higher quantitative results and better image perceptual qual-
ity. Note that CNNsemantic methods can achieve compara-
ble results to the proposed STAR, but at cost of much more
computations (0.29G FLOPS vs. 0.04G FLOPS).

B. Typo Correction
We are sorry that there’s a typo in Figure.6 of the submit-

ted main text. The Complexity of CNNsemantic is 0.29G
FLOPS (the same to Table.5) rather than 0.21G GFLOPS.
We will correct it in future version.
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Inputs DCE-Net (5.2 GFLOPS) STAR-DCE (0.04 GFLOPS) ReferenceDCE-Net_D (0.31 GFLOPS)

Figure 1. Visual comparison of illumination enhancement on MIT-Adobe FiveK [1].
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Figure 2. Visual comparison of photo retouching on HDR+ [3]. We mark PSNR on all results.
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