
A. Illustrative Schematic of MetaQDA

To illustrate the mechanism of MetaQDA, we compare
it schematically to conventional linear classifier used in many
studies [2, 8, 5], and vanillaQDA in Figure 1. In the figure, the
colored circles indicate 3-way-5-shot support datasets, and
the "x" data points with are the query set of the corresponding
color. The dashed line is the decision boundary of different
classifiers. Figure 1(a) showsNearest CentreClassifier (NCC)
[8, 5], where the stars represents the mean of the support
set class distributions, and these induce linear decision
boundaries. Figure 1(b) depicts the Quadratic Discriminant
Analysis (QDA) classifier, where the dashed ellipses repre-
sents the class covariance models, estimated from the support
set. These induce a non-linear decision boundary. Figure 1(c)
illustrates our MetaQDA, where the meta-training process
learns a shared NIW prior (the shadow ellipse) from many
few-shot training tasks. ThenMetaQDAuses conjugacy to up-
date the class covariances (solid line) using the support set and
prior, and so induces a better non-linear decision boundary.

This illustrates how the MetaQDA setup allows us to
exploit the benefit of a non-linear classifier, without the
associated overfitting risk that would normally undermine
such an attempt (as illustrated by the poor results of vanilla
MetaQDA in Tab 7, 8 of the main manuscript).

B. Additional Experimental Setting Details:
Standard Few-shot Learning

Parameters for training the Conv-4 extractor Follow-
ing [13], we use stochastic gradient descent (SGD) with a
multi-step learning rate schedule, momentum of 0.9, and the
initial learning rate is set to 0.01 for both miniImageNet and
CIFAR-FS, and 0.001 for tieredImageNet. At epochs 70 and
100 we reduce the learning rate by a factor of 0.1. Weight
decay is set as 0.0001 through out training.

Parameters for training the ResNet-18 extractor Fol-
lowing [13], we use stochastic gradient descent (SGD) with
a multi-step learning rate schedule, momentum of 0.9, and
the initial learning rate is set to 0.001 for tieredImageNet. At
epochs 70 and 100 we reduce the learning rate by a factor of
0.1. Weight decay is set as 0.0001 throughout training. Batch
size is 256 images.

Parameters for training the WRN-28-10 extractor Fol-
lowing [6], as for 1-shot classification on miniImageNet,
we use stochastic gradient descent (SGD) with a multi-step
learning rate schedule, momentum of 0.9, and the initial
learning rate is set to 0.001. For 5-shot classification on
miniImageNetand 1-shot classification on tieredImageNet,
we use ADAM optimiser. For CIFAR-FS, we use the
pre-trainedWRN backbone of S2M2.

C. Additional Experimental Setting Details:
Few-Shot Class Incremental Learning

Training setup We follow the experimental setup of [10].
Specifically, we use the same 60 base classes to pre-train
an initial ResNet-18 backbone using mini-batch size as 128
and use stochastic gradient descent (SGD) with the initial
learning rate of 0.1, decreasing the learning rate to 0.01/0.001
after 30/40 epochs, respectively.

Meta-Training: TheMetaQDA prior is then trained using
Algorithm 1 (main manuscript) by generating episodes from
the 60 base class set, using the feature extractor trained as
above.

Meta-Testing: Due to our Bayesian class-conditional
modeling, meta-testing decomposes over classes. Class-
incremental learning is thus trivially realized by running
MetaQDA’s update step for each new category, and adding
the final mean and covariance to the set used by the final QDA
classifier. We apply MetaQDA both for the many-shot base
classes, and 5-shot incrementally added classes.

The results in Tab 6 of the main manuscript are averages
generated by independently repeating both meta-train and
meta-test (8 incremental sessions each) phases 10 times.

D. Full Meta-Dataset Results

Implementation Details We use the same backbone as
SUR [3] and URT [5], and take the trained fused features by
URT [5]. We use ADAM optimizer and cosine learning rate
scheduler, and the initial learning rate is set to 0.0003, beta is
set as 0.9 and 0.999. Weight decay is set as 0.0001 throughout
training. The number of training episodes is 10000.
Results Following [11], few-shot tasks are sampled with
varing number of classesN , varying number of shotsK and
class imbalance. Table 1 reports performance in accuracy
over over 600 sampled meta-test tasks. Because most of the
results have very similar confidence interval, we omit this
part to make the table more readable. The results of other
SotA algorithms are taken from URT [5] and SCNAP[1].
From the results we can see that MetaQDA performs well
in both seen domains (left) and out-of-distribution unseen
(right) domains. It achieves highest performance in 8 of 13
domains within the meta-dataset benchmark.
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Figure 1: Illustrative Schematic of MetaQDA. (a) NCC classifier uses the class mean to induce linear decision boundaries. (b) QDA uses
both the support class mean and covariance to induce a curved decision boundary, but easily overfits in a few-shot regime due. (c) MetaQDA
meta-learns the QDA parameter prior to provide stable estimation of a non-linear decision boundary without overfitting.

Model ImageNet Omniglot Aircraft Birds DTD Quickdraw Fungi Flower Signs Mscoco MNIST CIFAR10 CIFAR100

MAML [4] 32.4 71.9 52.8 47.2 56.7 50.5 21.0 70.9 34.2 24.1 NA NA NA
RELATIONNET [9] 30.9 86.6 69.7 54.1 56.6 61.8 32.6 76.1 37.5 27.4 NA NA NA
MATCHINGNET [12] 36.1 78.3 69.2 56.4 61.8 60.8 33.7 81.9 55.6 28.8 NA NA NA
FINETUNE [14] 43.1 71.1 72.0 59.8 69.1 47.1 38.2 85.3 66.7 35.2 NA NA NA
PROTONET [8] 44.5 79.6 71.1 67.0 65.2 64.9 40.3 86.9 46.5 39.9 74.3 66.4 54.7
CNAP [7] 51.3 88.0 76.8 71.4 62.5 71.9 46.0 89.2 60.1 42.3 88.6 60.0 48.1
SCNAP [1] 58.6 91.7 82.4 74.9 67.8 77.7 46.9 90.7 73.5 46.2 93.9 74.3 60.5
SUR [3] 56.3 93.1 85.4 71.4 71.5 81.3 63.1 82.8 70.4 52.4 94.3 66.8 56.6
URT [5] 55.7 94.9 85.8 76.3 71.8 82.5 63.5 88.2 69.4 52.2 94.8 67.3 56.9

METAQDA 56.5 96.3 86.5 75.1 73.4 82.6 63.7 87.4 73.8 49.8 94.3 68.2 57.8

Table 1: Full details of testing performance on the extended meta-dataset benchmark. Left is the in-domain (seen) dataset performance,
where MetaQDA ranks first 5 times in 8 domains. Right is the out-of-domain (unseen) dataset performance, where MetaQDA ranks first
3 times in 5 domains. Overall, MetaQDA has state-of-the-art performance.
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