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A. Known Object Setting for HICO-DET
While the default setting for HICO-DET [1] has been the

more popular evaluation protocol, there is an additional less
frequently reported known object setting, where the object
types of ground truth interactions in images are considered
known, thus automatically removing predicted interactive
pairs with other object types. For interested readers, we
provide the performance of our model in comparison with
other methods under the known object setting in Table 1.

Table 1. HOI detection performance (mAP×100) on the HICO-
DET [1] test set under the known object setting. The most com-
petitive method in each category is in bold, while the second best
is underlined.
Method Backbone Full Rare Non-rare

DETECTOR PRE-TRAINED ON MS COCO
HO-RCNN [1] CaffeNet 10.41 8.94 10.85
iCAN [3] ResNet-50 16.26 11.33 17.73
TIN [6] ResNet-50 19.17 15.51 20.26
DRG [2] ResNet-50-FPN 23.40 21.75 23.89
VCL [4] ResNet50 22.00 19.09 22.87
IDN [5] ResNet50 26.43 25.01 26.85
Ours ResNet-50-FPN 25.53 21.79 26.64

DETECTOR FINE-TUNED ON HICO-DET
PPDM [7] Hourglass-104 24.58 16.65 26.84
VCL [4] ResNet50 25.98 19.12 28.03
DRG [2] ResNet-50-FPN 27.98 23.11 29.43
IDN [5] ResNet50 28.24 24.47 29.37
Ours ResNet-50-FPN 34.37 27.18 36.52

ORACLE DETECTOR

Ours ResNet-50-FPN 51.75 41.40 54.84

B. Additional Qualitative Results
We show more qualitative results to demonstrate the

strength of our model in Figure 1. We intentionally se-
lect images that have many human instances and multiple
human–object pairs of the same interaction. In Figure 1a,
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(a) Interaction: racing a horse
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(b) Interaction: carrying a suitcase

Figure 1. Qualitative results. The scores corresponding to (a) are
shown in Table 2 and the scores corresponding to (b) are shown in
Table 3.

Table 2. Scores for the interaction racing a horse in Figure 1a.
Each column corresponds to pairs with the same human instance.
Each row corresponds to pairs with the same horse instance.

Instance index 2 4 5 7 9

1 0.2031 0.0000 0.0000 0.0000 0.0000
3 0.0000 0.0000 0.5913 0.0002 0.0000
6 0.0000 0.0000 0.0013 0.0178 0.0030
8 0.0000 0.0000 0.0001 0.0034 0.1412

there are 20 combinatorial human–horse pairs, with 4 of



Table 3. Scores for the interaction carrying a suitcase in Figure 1b.
Each column corresponds to pairs with the same human instance.
Each row corresponds to pairs with the same suitcase instance.
Missing indices correspond to detections other than suitcases.

Instance index 1 2 3 6 9 10

4 0.0000 0.0000 0.0391 0.0021 0.0000 0.0000
5 0.0000 0.0000 0.0000 0.1278 0.0000 0.0004
8 0.0000 0.0000 0.0000 0.0178 0.2791 0.1098

11 0.0000 0.0000 0.0000 0.0003 0.0000 0.3858

them being interactive. As shown in Table 2, our model is
able to assign highest scores to all four interactive pairs and
suppress all non-interactive pairs. However, we do notice
that small and clustered boxes can reduce the confidence of
our model, e.g. person (7) and horse (6). This issue can
also be seen in Figure 1b and Table 3. Our model is able to
find the correct human–suitcase pairs (10, 11), (9, 8), (6, 5)
and predict high scores for them. Yet the positive pair (3, 4)
receives a very low score due to the size of the bounding
boxes and less confident object detection scores. We also
notice that person (10) and suitcase (8) receive a fairly high
score for carrying a suitcase. This is due to the close rela-
tive location between the pair and a plausible gesture from
the person. In such scenarios, access to the depth informa-
tion could be helpful.
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(a) Interaction: racing a motocycle
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(b) Interaction: petting a zebra

Figure 2. Qualitative results where images contain a small number
of clean human and object instances.

We also show some qualitative results where our model
does not improve upon previous methods in Figure 2. For
examples such as in Figure 2a, where there is only one
human–object pair, our graphical model is not particularly
superior as there are only one human and object node each
passing messages between each other. And in Figure 2b,
when both human–zebra pairs are in fact interactive under
the interaction petting a zebra, we found that the baseline
model with appearance only is also able to correctly assign
high scores to both pairs, as shown in Table 4.

To sum up, we found that our graphical model with spa-
tial conditioning is more competitive on images with large
number of human and object instances, particularly when
there are multiple ground truth pairs of the same interac-

Table 4. Scores for the interaction petting a zebra in Figure 2b

Human–zebra pairs Scores (baseline) Scores (ours)

(1, 2) 0.6782 0.7019
(1, 3) 0.6945 0.6799

tion, but does not improve upon previous methods on clean
images with very few distractions.

C. Additional Ablations
Apart from the main contribution of the paper, we found

a few other training techniques beneficial to our model.
First, a larger batch size helps to stablise the focal loss.
We normalise the focal loss by the number of positive log-
its, which in itself is a very unstable statistic. Increasing
the batch size from 4 to 32 results in roughly 0.8 mAP im-
provement. Second, using AdamW [8] instead of SGD con-
tributes about 1 mAP to our model’s performance. We at-
tribute this improvement to the similarity between graphical
models and transformers [9], for which AdamW is the de
facto choice of optimiser. Last, we observe a further 1 mAP
improvement from fine-tuning the backbone.
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