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1. Network Architecture and Visual Results

We provide the network architecture of the backbone (ResNet-101 [2]) and FPN used in the proposed pipeline in Table 1.
The network architecture of our GraphFPN is given in Table 2. For our GraphFPN, the feature dimension F' of every graph
node is always set to 256 in all experiments reported in this paper. In GraphFPN, the first group of three layers are contextual
layers, the second group of three layers are hierarchical layers, and the last group of three layers are contextual layers again.
As mentioned in the paper, the graphs in all these layers have identical sets of nodes (distributed in five levels), but contextual
and hierarchical layers have different sets of graph edges. Each of these layers has three attention modules, a spatial self-
attention module, a local channel-wise attention module and a local channel self-attention module. Note that the number of
graph nodes in each layer of GraphFPN is (N + % + % + 6—1\51 + %), where N is the number of superpixels in the finest
level of a superpixel hierarchy.

Figures 2, 3, and 4 show sample superpixel hierarchies based on hierarchical image segmentation algorithm COB [5].
Starting from the finest partition S'*, superpixels are recursively merged according to contour strengths to generate a set
of partitions and form a superpixel hierarchy {S", 8", 8% S S's}. Input images are taken from the MS COCO 2017
dataset [4].

Figure 1 shows sample detection results from FPN [3], FPT [7], and our GraphFPN based method. Input images are taken
from the MS COCO 2017 validation set [4]. Figures 5 and 6 show additional sample detection results from our GraphFPN
based method. Images are taken from the MS COCO 2017 validation set [4].

2. Experiments on Semantic Segmentation

To demonstrate the effectiveness of our method in capturing intrinsic image structures, we further apply our method to
semantic segmentation. In our experiments in semantic segmentation, we test the performance of UFP + GraphFPN and
compare its results with unscathed feature pyramid networks(UFP [6]) and feature pyramid transformer. Table 3 shows
experimental results on the Cityscapes [ 1] dataset, which contains 19 classes and includes 2,975,500 images for training and
validation. The settings of this experiment are the same as in [7]. We also adopt Unscathed Feature Pyramid (UFP) [6] as the
feature pyramid construction module. From the experimental results shown in Table 3, it can be found out that our proposed
method achieves clearly better performance, which also demonstrates the applicability of our method.
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Stage | Layer Name | Output Size Kernels, #channels
o convl W x H 7 x 7, 64,stride 2
3 X 3 max pool, stride 2
Cs conv2_x % X % - _
1x 1,64
3% 3,64 | %3
1x 1,256
1x 1,128
Cs | conv3_x ¥xi 3% 3,128 | x23
1x 1,512
1x 1,256
Cy conv4_x % X % 3x 3,256 | x4
1x 1, 1024
1x 1,512
Cs | conv5_x ¥xi 3% 3,512 | x3
1x 1,2048
P - W x H 3 x 3,256
P - % X % 3 x 3,256
Ps - % X % 3 x 3,256
Py |- Wxi 3% 3,256
P - x i 3 x 3,256

Table 1. Network architecture of the backbone (ResNet-101) and convolutional FPN used in the proposed pipeline. Residual building
blocks are shown in brackets, with the numbers of blocks stacked. Downsampling is performed by conv3_1, conv4_1, and conv5_1 with a
stride of 2. W and H are the input width and height.



Stage | Layer Name

#Node

#Feature Channel

CL-1

CGL-1 | cL-2

CL-3

256

HL-1

HGL | HL-2

HL-3

256

CL-4

CGL-2 | CL-5

CL-6

256

Table 2. Network architecture of our GraphFPN. “CGL-1" stands for the first group of contextual layers, “HGL” stands for the group of
hierarchical layers, and “CGL-2” stands for the second group of contextual layers. Each “CL” or “HL” layer has three attention modules.

N

Note that the number of graph nodes in each layer is N + % +6+ % + %, where N is the number of superpixels in the finest level of

a superpixel hierarchy.

Methods

Train.mloU  Val.mloU  Params GFLOPs

UFP [6]

UFP+FPS [7]

86.0 79.1 713 M 916.1

87.4 81.7 1272M  1063.9

UFP+GraphFPN

88.4 (11.0) 83.2(f1.5) 130.1M  1104.2

Table 3. Comparison with state-of-the-art semantic segmentation methods on the Cityscapes validation set [1].
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(a) Image (b) FPN (c) FPN (d) GraphFPN

Figure 1. Sample detection results from FPN [3], FPT [7], and our GraphFPN based method. Images are from the MS COCO 2017
validation set [4].
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Figure 2. Sample result of superpixel hierarchy. Each superpixel hierarchy consists of 5 levels, {S h Stz Sls Sla Sls } Images are from
the MS COCO 2017 dataset [4].
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Figure 3. Sample result of superpixel hierarchy. Each superpixel hierarchy consists of 5 levels, {S h Sl gls Sl gls } Images are from
the MS COCO 2017 dataset [4].
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Figure 4. Sample results of superpixel hierarchy. Each superpixel hierarchy consists of 5 levels, {S h Sl gls Sl Sls } Images are
from the MS COCO 2017 dataset [4].
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(a) Image (b) Result

Figure 5. Sample detection results from our GraphFPN based method. Images are sampled from the MS COCO 2017 validation set [4].



(a) Image (b) Result

Figure 6. Sample detection results from our GraphFPN based method. Images are sampled from the MS COCO 2017 validation set [4].
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