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This supplementary material provides details that could
not be included in the paper submission due to space limita-
tions: Sec.1 provides details of our implementation. Sec.2
shows additional experiments which further indicates the
effectiveness of our method. Sec.3 details our visualization
method and shows some examples.

1. More Implementation Details

We apply RetinaFace[3] to detect and align the faces for
each video. For the video clip, we jointly align all the faces
to a mean face and crop the face region with the same area
in the source video. Each clip comprises 32 frames, and the
face is resized to 224 × 224. We employ random flip and
the Cutout augmentation[4] during training. For Cutout, we
randomly set n square regions to zero(n ∈ [1, 3]), the area
of the square regions ranges from 20% to 80%, the cutout
regions are shared among all the frames in each clip.

All the experiments are conducted on 4 Nvidia Tesla
v100 32 GB GPUs and Intel(R) Xeon(R) CPU E5-2690 v4
@ 2.60GHz. Our method and other 3D R50 variants are
implemented based on the PyTorch v1.4.0, build upon the
opensource SlowFast[5] codebase.

2. Additional Experiments

2.1. Performance when trained on other datasets

To further validate the generalization capability of
our method when trained on other datasets, we trained
our model on Faceshifter(FSh), DeeperForensics(DFo)
and test on Faceshifter(FSh), DeeperForensics(DFo),
FaceSwap(FS), and Deepfake(DF). As shown in Table 1,
our methods still achieve very high performance when
trained on other datasets.
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2.2. Comparison with More Temporal-based Ap-
proaches

We further compare our method to more temporal-based
methods [1, 6, 8]. For PE-LSTM [1] and R3D [6], we fol-
low the setup in these papers. For Two-branch[8], we follow
the experiment setup in LipForensics[7]. Table 2 reports
the comparison results, where our method achieves better
results, indicating the effectiveness of our method.

3. Visualization
3.1. Examples of Spatial-shuffled Clip

We show examples of spatial-shuffled clips in Figure 1.
As the spatial-shuffled operation destroyed most spatial re-
lationships, with such limited spatial information, our net-
work can only rely on temporal information. As shown in
Table 5 of the original paper, our 3D R50-FTCN-Shuffle
trained upon such data still achieves impressive perfor-
mance, which further justifies the motivation of our FTCN
that mostly relies on temporal information rather than spa-
tial information.

3.2. Localization of Temporal Incoherence

We show the video version of Figure 5 of the main text
in the supplementary video. Window areas with higher fake
probability are more temporal incoherent. In our implemen-
tation, the sliding window size is 32 × 32, and the sliding
stride is 16. As our method takes a video clip as input, the
resulted heatmap is clip level and keep the same for all the
frames in a clip.

As shown in the supplementary video, temporal incoher-
ence exists widely on various face forgery datasets, but their
spatial-related artifacts are quite different. Our model gen-
eralizes well on different datasets and can robustly localize
temporal incoherence.

We also show qualitative results explored by long-range
incoherence in Figure 2. We can observe that Temporal
Transformer helps to capture long-range inconsistencies.
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Figure 1. Illustration of spatial-shuffled clip. We show the first 4
frames of two clips. Spatial-shuffle pattern is shared among frames
of the same clip.
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Figure 2. Visualization of long-range incoherence detection.

Train Set
Test set

FSh DFo FS DF
FSh 99.6 95.4 95.1 99.1
Dfo 97.6 100 98.5 99.1

Table 1. Videl-level AUC(%) of our methods.

Methods Train&Test Dataset Accuracy Videl-level AUC
PE-LSTM[1]

FF++(HQ)
85.3 —

Two-branch[8] — 99.1
Ours 99.1 99.8
R3D[6] FF++(HQ)&FSh 95.8 —
Ours 99.7 —
Two-branch[8]

FF++(LQ)
— 91.1

LipForensics[7] — 98.1
Ours — 98.3

Table 2. Comparison of our methods with existing works.

3.3. Frame-level Prediction

As our model takes video clips as input, we adopt the
following strategy to obtain frame-level predictions. For an
input video, RetinaFace is applied on every frame to detect
faces. Then we do face tracking with SORT[2] to split the
whole video into several segments that contain only one per-
son. We applied a sliding window on temporal dimension
to extract all video clips with 32 frames for every segment.
We use reflective padding to enlarge the segment so that
every frame is shared by 32 different clips. For a specific

frame, its prediction is the average prediction of all clips
that contain the frame. We present frame-level predictions
of our method on challenging videos and the comparison
with state-of-the-art methods in our supplementary video,
our method outperforms state-of-the-art methods in terms
of detection accuracy.
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