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In this supplementary, we provide some more qualitative results of the approach on the KITTI3D dataset.
Figure 1 shows the results for the ResNet101 architecture. Only KITTI3D data is used for these trainings. All figures show
that even small cars are well detected. Even when instances are not perfect, our method can still predict valid 3D bounding
boxes. Also, occlusions and truncations are handled well.

Figure 1: Qualitative results on the KITTI3D test set on Car for the ResNet101 architecture: instance segmentation (top), 2D
reference points (mid) and 3D bounding boxes (bottom).



Figure 2: Qualitative results on the KITTI3D test set on Car for the ERFNet architecture: instance segmentation (top), 2D
reference points (mid) and 3D bounding boxes (bottom).

Figure 2 shows the results for the ERFNet architecture. As expected and indicated in the paper, the performance for smaller
architectures can drop substantially in the very strict KITTI3D benchmark. In contrast to these relatively low numbers,
ERFNet performs reasonably well qualitatively for cars closer by.

The supplementary video, some snapshots below in fig. 3, shows the performance of the approach on video data. The
images are processed frame-by-frame, and no temporal constraints have been used. Nevertheless, the predictions remain
quite consistent over time.



Figure 3: snapshots from the supplementary video


