Abstract

A major challenge for online learning is the inability of systems to support student emotion and to maintain student engagement. In response to this challenge, computer vision has become an embedded feature in some instructional applications. In this paper, we propose a video dataset of college students solving math problems on the educational platform MathSpring.org with a front facing camera collecting visual feedback of student gestures. The video dataset is annotated to indicate whether students’ attention at specific frames is engaged or wandering. In addition, we train baselines for a computer vision module that determines the extent of student engagement during remote learning. Baselines include state-of-the-art deep learning image classifiers and traditional conditional and logistic regression for head pose estimation. We then incorporate a gaze baseline into the MathSpring learning platform, and we are evaluating its performance with the currently implemented approach.

1. Introduction

Online learning can be boring, impersonal and non-interactive. Currently few online systems account for the context-sensitive nature of learning, i.e., motivation, social and emotional learning, and climate as well as com-
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Figure 1. Student Engagement Dataset. Examples of video frames from our proposed Student Engagement Dataset for four sample students. The videos in the dataset capture student faces and gestures as students solve math problems. Video frames are then annotated to indicate whether a student is engaged (‘looking at the screen’) or ‘looking at their paper’) or wandering. Annotations are then used to train computer vision models that automatically detect wandering. A computer vision model is then integrated into MathSpring, an online tutor system, in order to trigger interventions whenever students are predicted to be wandering.
plex interactions among these factors [15, 26]. Student engagement and emotion are tightly correlated with learning gains [10, 13]; emotion drives attention and attention drives learning [19]. Establishing and maintaining student engagement is critical, especially as students increasingly move online for their education. A major challenge for online learning is the inability of systems to support students’ emotion nor to maintain student engagement. When students are placed in such environments, many external distractions can lead to disengagement and wandering. These distractions lead to a decline in the learning process.

In response to this challenge, computer vision has become an embedded feature in some instructional applications. One goal of online intelligent instruction is to build systems that analyze student behavior in the wild and contribute to trust and understanding between teacher/students and computers. This paper describes development and early evaluation of technology that monitors student engagement in real-time, detects waning attention and distraction, and assesses which interventions lead to more productive learning. The system detects student disengagement through recognition of head orientation and gaze expression.

In order to develop such computer vision modules, they need to be trained on benchmark datasets that are curated to help machines solve such tasks. We collect videos of consenting students solving math problems on MathSpring [1], a game-like intelligent math tutor that offers a more personalized approach to online learning, as well as to track and respond to student performance and engagement. We then pre-process and crowdsource label frames of the videos to propose a publicly available dataset that aids research in automated student engagement prediction. Figure 1 presents sample video frames from our Student Engagement Dataset. The dataset will be made publicly available. We note that the dataset only includes individuals who have provided written consent that their data may be used publicly for research purposes.

Deep learning has become state-of-the-art in many computer vision applications. Using our proposed dataset, collected from the University of Massachusetts Amherst, we developed a computer vision model that uses state-of-the-art technology to detect student engagement and compare its performance to traditional baselines. The developed models predict whether a student is ‘looking at their paper’, ‘looking at their screen’, or ‘wandering’ at any point in time.

We then incorporate one of our baselines in the MathSpring tutor. Figure 2 exhibits an example problem presented to students on MathSpring. The tutor targets sensing and interpreting facial signals relevant to student emotion, and provides students with real-time interventions that can aid their progress, suggesting when and who needs further assistance, and identifying which interventions are work-
gagement, confusion, boredom. The Kaur dataset contains 195 videos from 78 subjects in a simulated learning environment. These subjects were presented with purely educational videos, Learn the Korean Language in 5 minutes, a pictorial video (Tips to learn faster) and (How to write a research paper). Each video was given a single label for the overall level of engagement. In contrast, our proposed dataset has been collected in a real online learning environment, has been labeled for engagement at frequently sampled points in time within each video, models students math skills, provides adaptive problems based on student performance, moves from topic to topic, and is suited for engagement and wandering detection.

**Student Engagement Systems.** Many studies have focused on different levels of student engagement, and defined the levels differently [12, 29]. During this study [12], three ways of engagement detection were proposed based on how involved the student was in reporting their involvement. The methods were manual, semi-automatic, and automatic. These methods are further broken down based on their data type such video, audio, text, etc. The automatic category uses computer vision techniques on facial expressions to detect engagement by an external observer. They used part-based methods for the face that focus on different parts of the face, and appearance-based methods which focuses on the face as a whole. They used posture and gesture techniques, and eye movement techniques as well, which is a popular method to detect engagement. Sharma et al. [29] focused on levels of engagement or concentration indexes as very engaged, nominally engaged, and not engaged at all. This work demonstrated that students with higher test scores, have higher concentration indexes.

Head pose, eye gaze, and facial expressions are mostly common used modalities in engagement detection techniques based on computer vision. Researchers believe that since humans are able to detect engagement using the cues above, machines can do it as well [31]. Altuwairqi et al. [4] focused on engagement detection using students’ behavior such as their mouse movement, keyboard keystroke, in addition to facial emotions. Huang et al. [17] combined all the different features discussed above such as eye gaze direction, head pose and eye coordinates and achieved an accuracy that was higher than each one of them individually. To build an end-to-end system, Abedi and Khan [2] approached the problem as a spatio-temporal classification problem on the DaiSEE dataset using Residual Network (ResNet) and Temporal Convolutional Network (TCN) to detect the engagement level of students in videos. TCN was used to analyze the video frames and observe the temporal changes in them in order to detect student’s engagement level.

One of the classifications we consider in this study is attention wandering. Eye tracking is one highly used method to detect wandering in terms of engagement for Massive Open Online Course (MOOCs) [18]. This work is focused on consumer-grade eye tracking, which requires a laboratory setting. Other studies that focus on the MOOC aspect of engagement detection include [18, 27, 28]. For example, a study in 2018 [28] hypothesizes that students are not aware of their ‘learning behavior’ while studying and that leads to most students not completing MOOCs successfully. This work uses eye and face trackers to detect whether a face is present or absent in order to detect whether the student is engaged or they have lost focus.

Our approach differs from related work in that it: 1) explores different deep convolutional networks to predict student engagement using a single holistic visual cue; 2) uses crowdsourcing to identify what students are paying attention to, rather than only identifying student distraction; and 3) integrates video frame classification into an existing learning platform to re-orient students’ attention towards learning. We are interested in knowing whether students are paying attention (looking at the screen or at the paper), or whether their attention is wandering (looking away).

## 3. Dataset

In this section we discuss the collection and annotation process for our dataset of video recordings of students solving math problems. We also discuss distribution of data samples among classes, and how training and testing splits are created.

**Data Collection.** Nineteen students participated in our dataset and each student was video recorded while solving math problems on MathSpring. The setup created for stu-
Figure 4. Sample Annotation Sub-task. This Figure demonstrates the interface presented to MTurk workers for labeling a video frame of a student working on MathSpring. The labels include: 1) Looking at their paper, 2) Looking at their screen, or 3) Otherwise/Wandering. Each crowd-worker is presented with ten such frames randomly selecting from sessions of different subjects.

In order to conduct their sessions is presented in Figure 3. The platform adapted problems for students, i.e., less/more difficult problems were provided based on a model of student skills. Each student was provided with a piece of paper to the right of their computer to take notes. Videos were recorded using a front-facing webcam.

**Dataset Details.** All 19 students consented to have their data publicly available for research. Each student solved a different set of math problems. The intelligent tutor adapted problems based on student skill level. A single video corresponds to a single problem solved by a single student. We collected 400 videos from the 19 participants. For annotations, we sampled video frames at one frame-per-second (FPS) for annotation, resulting in a total of 18,721 frames. To reduce research bias, researchers were restricted from labeling the frames, and instead, an external process for annotating each frame was conducted, as described next.

**Annotation Tool.** We utilized Amazon Mechanical Turk (MTurk); a crowdsourcing marketplace for individuals to outsource their tasks to a distributed workforce, allowing them to perform jobs virtually. We specified in our task settings that only MTurk workers who had previously completed at least 1,000 tasks (a.k.a HITs) are eligible to take on our posted tasks. We also compensated the work of all crowd workers who participated in our labeling tasks.

**Crowdsourcing Task.** Crowd workers on MTurk were tasked to label a frame with one of the following labels: ‘looking at their paper’, ‘looking at their screen’, or ‘wandering’. Figure 4 presents the annotation interface with one sub-task, i.e. frame to be labeled, with which crowdsource workers were presented. Each sub-task had a total of three labels assigned by three different crowdworkers. Every one of the 18,721 frames was assigned to three different crowdworkers. A task consisted of ten sub-tasks, and was allotted a maximum of one hour to complete. Crowdworkers were paid $0.10 per task/assignment.

**Crowdsourcing Task Results.** We processed 56,163 (18,721 images * 3 votes per image) crowdsourced results to assign a winning label, ‘looking at paper’ or ‘looking at screen’, ‘wandering’ for each frame. It took each crowder an average of 46 seconds to complete a single task. We used majority voting to combine the three crowd-collected selections into a single vote for each frame.

**Dataset Splits.** The dataset consists of 19K frames for three classes and 19 different students. The resulting class split, Table 1 (a), is very imbalanced: the ‘screen’ class counts 14 times more samples than the ‘wander’ class and three times more samples than the ‘paper’ class. By analyzing the distributions of the different samples for each class, we notice that the ‘paper’ and ‘screen’ classes contain a large number of similar frames. We create a second smaller version of the original dataset by removing the similar samples for each class and balance the dataset. After selecting and removing the similar frames, we obtain a more equally distributed dataset, Table 1 (b), consisting of around 2,000 frame samples. Finally, we split the balanced dataset into a training and a testing set. 20% of the samples were selected for our test set, and the remaining for the training set. In order to test and train the model on samples coming from different students, we choose the test samples from only three of the original 19 students.

**Time Series Data of Student Behavior.** We developed
Students’ head positions are graphed while they solve math problems. The horizontal axes reflect time to solve the problem and the vertical axis represents head position. The double graphs show the head position within the time frame of a single problem. The top chart displays two lines to indicate head position, left/right (red, yaw) and up/down (blue, pitch). The bottom chart shows student’s head tilt (green); the position is neutral at 0 for head tilt (yaw/pitch-green). The head position is neutral around 0 of vertical axis, and is pronounced when outside of the interval [-1,1]. This student solved a problem on the first try (first attempt) (orange vertical line). The online tutor records information about the time required for students to request a hint, time until they first tried to solve the problem and the time recorded to solve the problem (Figure 5, top, vertical orange line). We found invaluable information about the juxtaposition of head position and problem-solving activity logs. For example, a ‘head tilt’ (green line in the bottom time graph) appears to occur when the student is also moving his/her head up and down; thus ‘head tilt’ may be a sign of concentration and cognitive engagement.
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Figure 5. **Time Series Data of Student Behavior.** Students’ head positions are graphed while they solve math problems. The horizontal axes reflect time to solve the problem and the vertical axis represents head position. The double graphs show the head position within the time frame of a single problem. The top chart displays two lines to indicate head position, left/right (red, yaw) and up/down (blue, pitch). The bottom chart shows student’s head tilt (green); the position is neutral at 0 for head tilt (yaw/pitch-green). The head position is neutral around 0 of vertical axis, and is pronounced when outside of the interval [-1,1]. This student solved a problem on the first try (first attempt) (orange vertical line). The online tutor records information about the time required for students to request a hint, time until they first tried to solve the problem and the time recorded to solve the problem (Figure 5, top, vertical orange line). We found invaluable information about the juxtaposition of head position and problem-solving activity logs. For example, a ‘head tilt’ (green line in the bottom time graph) appears to occur when the student is also moving his/her head up and down; thus ‘head tilt’ may be a sign of concentration and cognitive engagement.

<table>
<thead>
<tr>
<th>Class</th>
<th>Original dataset (a)</th>
<th>Balanced dataset (b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paper</td>
<td>4,655</td>
<td>638</td>
</tr>
<tr>
<td>Screen</td>
<td>13,483</td>
<td>826</td>
</tr>
<tr>
<td>Wander</td>
<td>583</td>
<td>509</td>
</tr>
<tr>
<td>Total</td>
<td>18,721</td>
<td>1,973</td>
</tr>
</tbody>
</table>

Table 1. **Dataset Samples Per Class.** Column (a) presents the samples distribution for each class in the real-world raw data. Column (b) presents the same distribution after down-sampling and balancing the original dataset. Both versions will be made publicly available for non-commercial research purposes.

4. Experiments

Given the collected, annotated, and balanced dataset of students solving mathematical problems, we now discuss the models used to predict student engagement. We consider state-of-the-art deep learning architectures that classify a student’s gesture into ‘looking at their screen’, ‘looking at their paper’, or ‘wandering’. We then compare these to baselines that rely on head pose estimation.

**Deep Convolutional Networks.** We explore different deep convolutional neural networks for the task of classifying the frames. The architectures we use as the backbone model are: MobileNet [5], VGG16 [30] and Xception [11]. We fine-tune models that are pre-trained on ImageNet [20]. On top of the pre-trained model, we add the following custom layers: one global average pooling 2D, one dense layer with 128 neurons and ReLU activation, and a final output layer with three neurons and softmax activation. To avoid overfitting, we use multiple data augmentation techniques at the input layer (gaussian noise, color channel changes, and cropping) and neurons drop-out at the head layers. To compare the performance of the different models we use the global and per-class accuracy score. After training with frozen weights for the backbone, we fine-tune the last layers of the backbone to reach better accuracy (the number of layers fine-tuned depends on the model complexity).

**Head Pose Estimation.** We estimate the head poses (i.e., yaw, pitch and roll) of students using a deep neural network FSA-Net [34]. Given a facial image detected
and cropped using MTCNN [33], a deep cascaded multi-task face detector, FSA-Net predicts the head pose based on feature aggregation and regression. It combines feature maps from different layers/stages by spatially grouping and aggregating features to harvest multi-scale information. The learned meaningful intermediate features are then used for performing soft stage-wise regression. The pose estimation model is pre-trained on the 300W-LP synthetic dataset [36] which contains 122,450 facial images with labelled head poses. The dataset synthesized faces across large poses (above 45°), ensuring that the trained model is robust to self-occlusion in our student dataset. In situations which MTCNN fails in detecting a face due to occlusion, we switch to using a single deep neural network Single Shot Detector(SSD) [24] and ResNet architecture for head pose estimation.

We focus on two approaches for baseline classifiers. Our first method is a conditional approach with yaw and pitch head angles as the features. Three “if” conditions were implemented to distinguish head poses as either ‘looking at their screen’, ‘looking at their paper’, or ‘wandering’. When students look at their paper, visible positive spikes in the pitch angle and a negative spike in the yaw angle were observed. When students look at their screen, the yaw and pitch angles were neutral around 0. Both these observations can be seen in Figure 5. The conditions for the conditional classifier are as follows 1) if the yaw angle is negative and the pitch angle is positive, we classify the set of angles as ‘looking at their paper’; 2) if the yaw and pitch poses are 0.0 ±0.05, we classify the set of angles as ‘looking at their screen’; 3) if both conditions were not met, we classify the set of angles as ‘wandering’. Our second approach uses the classical Logistic Regression to model the probability of a certain class. Each set of head angles (yaw and pitch of the student’s head pose in a frame) correspond to a data point with each data point being annotated as one of the three labels. We train a 2-feature Logistic Regression classifier with a total of 1,589 sets of angles as training. Each class was weighted with respect to the class size for balancing the dataset. Cross-Entropy loss was used as the loss function and Stochastic Average Gradient Descent as the optimizer.

Results. Table 2 presents the accuracy of predicting student engagement for the different baselines. The deep learning models show different results depending on the model size and number of parameters. Important to notice is that all the pre-trained models reach similar performances when trained with frozen backbone weights (between 74-79% test accuracy), but they differ when we fine-tune the backbone model (results in Table 2). A smaller model such as MobileNet allows us to fine-tune more layers without overfitting, compared to deeper or larger models like VGG16 and Xception. This allows the MobileNet model to obtain a feature representation of the input images that is more relevant for this classification task, and by consequence this model reaches a higher final accuracy compared to the others. The results and training strategy may vary when we use different dataset configurations. We can also conclude from the table that all convolutional neural networks perform significantly better than the head pose estimation strategies. Figure 6 presents the per class accuracy for the best deep learning and head pose estimation models.

TestBed Intelligent Tutor. MathSpring is our testbed tutor. Built at UMass-Amherst [9, 7, 6, 8, 3], it incorporates 1,000 mathematics problems, has been used by more than 20,000 students, and covers topics in grades 5-12. Additionally, it provides detailed student- and class-level analytics data to help teachers inform adjustments to classroom instruction and pacing. MathSpring, represents 214 Common Core Standards/topics including geometry, equations, fractions, statistics and algebra. A cognitive model automatically assesses students’ knowledge based on their behavior and adapts problem difficulty and feedback. The tutor uses an effort-based tutoring algorithm to select the next problem for each student, maintaining students within a zone of proximal development, by selecting problems that are not too easy nor too hard [32]. Rich multimedia help provides on-demand support and is offered when students make mistakes. Students accomplish goals within their comfort level supported by alternative presentation modes (i.e., highlights and graphics) or easier word problems and remedial hints as needed. Teachers access reports about individual student progress. Like a human tutor, the tutor sustains engagement and provides practice required for students to become better learners, while facilitating logging, pre/post-testing and data collection.

Pilot Study. We conducted a Pilot Study where we integrate our head pose estimator into MathSpring. A student’s head pose is computed in real-time, and is being used with real students during Summer 2021. The tutor detects whether a student is looking off-screen by analyzing the

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MobileNet (pretrained ImageNet)</td>
<td>94</td>
</tr>
<tr>
<td>Xception (pretrained ImageNet)</td>
<td>88</td>
</tr>
<tr>
<td>VGG16 (pretrained ImageNet)</td>
<td>85</td>
</tr>
<tr>
<td>Head pose Estimator (Logistic Reg.)</td>
<td>60</td>
</tr>
<tr>
<td>Head pose Estimator (Conditional)</td>
<td>55</td>
</tr>
</tbody>
</table>

Table 2. Results. Global accuracy score of predicting student engagement using different deep learning and head pose estimate approaches. From these results we can conclude that the deep learning models are more suitable for this type of classification task compared to the head pose estimation. Also, depending on the complexity of the deep learning model we reach different accuracy scores, with the best results obtained by the model with less complexity, MobileNet.
Confusion Matrix Comparison. The head pose estimation model (bottom) obtains a lower per-class accuracy score, compared to the deep learning model solution MobileNet (top), which not only reaches an overall higher accuracy but also consistently classifies different classes.

Future Work. Our research questions include: Are head pose interventions successful in reorienting student attention towards learning? How about deep learning models that have demonstrated superior classification performance in this work? Which interventions (focus circle, animated character, message) are most effective in promoting learning gains compared to the non-pose-reactive tutor? Do individual student differences in prior knowledge, aptitude, af-
fective predispositions towards learning mathematics moderate the effects of computer vision interventions (for the teacher and for the student) in learning and motivation?

5. Conclusion

This work proposes a student engagement video dataset of students in an online learning setting solving math problems. The dataset includes engagement annotation and time series information about head pose. The dataset is split in a way to ensure that no video frames of the same individual appear in both training and testing splits. We then train deep convolutional networks and head pose classifiers to provide baselines for predicting student engagement from snapshots of student status. Finally, we integrate one of our proposed baselines on the platform MathSpring such that whenever wandering is detected, a student is presented with an intervention that would help in re-gaining attention.
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