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Abstract

Emotion recognition in-the-wild under uncontrolled con-
ditions is a challenge, because facial expression is often
blurred or even missing in the public space, while the pre-
vious visual emotion recognition researches have mainly
focused on facial expression. In this paper we present a
learning-based algorithm for emotion recognition by utiliz-
ing posture and context information, aiming to realize emo-
tion recognition based on video in the wild. The network
is designed in a three-branch architecture, including three
feature streams: body, skeleton and context streams. The
three streams are then fused to predict dimensional emotion
representation, valence, arousal, and dominance. In addi-
tion, a new Body and Context Emotions Dataset (BCEmo-
tion) is captured in the wild and labeled to support the re-
lated research, to tackle the lack of datasets based on public
space video including complete individuals with face blurs
and occlusions. With the BCEmotion dataset, we trained
the proposed model that jointly analyses body and context
of videos to realize emotion recognition in the wild. Exper-
imental results show that proposed method effectively inte-
grates emotional information expressed by body and con-
text, and has good generalization ability and applicability
in public space video data.

1. Introduction

Emotion recognition has attracted researchers’ attention
in recent years, which aims to recognize how the person
feels. Perceiving the emotions of people is a vital ability
of humans in daily life. If computers have this ability to
perceive and analyze human emotions and intentions, they
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will play an important role in various applications. For ex-
ample, intelligent robots that can recognize emotions will
bring better interactive experience for people. Medical as-
sistance system with emotion recognition model can help
assess mental disorders such as anxiety and depression. E-
motional monitoring in airports, subways, parks and other
places with large traffic will help identify potential threat-
s and deal with emergencies in a timely manner. However,
there are still many challenges to accurately recognize emo-
tions in the absence of facial expressions.

Facial expression can directly reflect emotional state of
people, traditional research of human emotion based on vi-
sion mainly focuses on the face[20]. However, different
from the cropped and aligned facial images in the dataset, in
the real environment, distance, posture, occlusion and other
factors will have a great impact on the recognition of facial
expression, which may lead to the blurring or disappearance
of facial features. Similarly, the features that are difficult
to obtain in public space such as audio and physiological
signals[6] are not suitable for our research.

Psychological research reveals the importance of body
posture in emotional expression[22]. Darwin first described
the relationship between body language and emotion. In ad-
dition to the face, the body also includes the head, hands and
feet, trunk and other parts. Among them, hand is an impor-
tant part to show body language information[24]. The head
can also reveal information about emotions. For example,
when people are interested in something, they tilt their head
close to it. The trunk also shows directional cues, straight
or back, stiff or bent, all are clues to the emotion state.

In addition to the characteristic extracted from the per-
son directly, context also plays a very crucial role in the un-
derstanding of the perceived emotion[23]. Many research-
es have shown the importance of considering the context

3609



for recognizing people’s emotions, proving that context can
provide additional emotional clues[17, 18, 23, 29]. Espe-
cially in the public space, the background is complex and
contains abundant information, making good use of context
information can better identify emotions.

In order to realize the application of emotion recogni-
tion closer to life, we use the body posture and contex-
t which are easily acquired in public space and contain a
large number of emotional features to analyze. We present
a learning-based network for emotion recognition, which is
designed in a three-branch architecture, including three fea-
ture streams: body, skeleton and context streams. The three
streams are then fused to predict dimensional emotion rep-
resentation, valence, arousal, and dominance. In addition,
due to the lack of video dataset including background and
complete individuals in the existing public emotion recogni-
tion datasets, we build a novel dataset, BCEmotion dataset,
by collecting videos captured in multiple real-world settings
of people and annotating the ground-truth continuous emo-
tion dimensions. The contributions in this paper can be
summarized in the following three aspects:

1) A learning-based multimodal emotion recognition al-
gorithm is proposed, which is designed in a three-branch
architecture, including three feature streams: body, skele-
ton and context streams. In order to make emotion recogni-
tion systems work for real-life scenarios, we chose the body
posture and context for analysis.

2) A 3D convolutional neural network with appropriate
depth is proposed to extract the emotional information con-
tained in the scene information, which can avoid over fitting
in the training process of the network and ensure the gen-
eralization performance of the model, reducing the overall
parameters of the network.

3) A new dataset BCEmotion is collected for emotion
recognition in the wild. To the best of our knowledge, there
exist very few datasets based on public space videos includ-
ing complete individuals to support the related research.
BCEmotion is a collection of video clips captured in multi-
ple real-world. The videos have about 3961 clips annotated
with emotion labels.

2. Related work
2.1. Emotion recognition based on body posture

Posture information including tilt direction, body open-
ness and the position of arm, shoulder and head con-
tributes to the recognition of emotional state. However,
the research on emotion recognition using posture infor-
mation is relatively late than facial expression recognition,
and there are relevant studies in psychology and emotion
calculation[4, 8, 10]. Crenn et al. [7] obtained low-level
features from 3D skeleton sequence frames, and decom-
posed the features into three categories: geometric features,

motion features and Fourier features, then calculated the
meta features of these low-level features, and finally sen-
t them to the classifier for classification. Ranganathan et
al. [26] produced a multimodal data set (emoFBVP), which
includes face, body movement, sound and physiological
signals. Four different deep belief networks (DBN) were
used to extract four features, and then fused the features
to predict the final emotion. Uttaran et al. [2, 3] used semi-
supervised network and synthetic skeletons to make full use
of the data for gait emotion recognition. The research of
using posture to judge emotion is still in the stage of con-
tinuous development.

2.2. Emotion recognition based on context

Before 2017, there were few researches on using con-
text information to perceive and recognize human emotion-
s, and the reason is that there is no appropriate scene re-
lated emotional dataset. Kosti et al. [16, 17] used the im-
age data of people in uncontrolled scenes to build EMOTIC
dataset, and designed a dual channel network for emotion
recognition. Zhang et al. [29] used the context information
in the image to construct an emotion map to infer the e-
motional state of people. Ruan er al. [27] proposed a new
network structure, called Context-Aware Generation-Based
Net (CAGBN). This network structure can consider both
the whole image and the details of the target person, and
has achieved good recognition results on EMOTIC dataset.
Bendjoudi et al. [1] used Xception network[5] to extract
body features and improved VGG16 to extract context fea-
tures of image data, and fused the two features to recognize
emotional state. Lee et al. [18] collected a large amount of
video clips from TV shows to form a new dataset CAER,
and designed a dual stream coding network to extract face
and context features for emotion recognition. More and
more researches have taken scene information as an impor-
tant supplement for emotion recognition. After adding con-
text features, the accuracy of individual emotion recognition
has been effectively improved, which shows that context is
an important part of emotion recognition.

2.3. Emotion recognition datasets

Most of the emotion recognition datasets in the past have
been taken in lab-controlled environments and only focused
on a single modality. For example, CK+[21], MMI[25]
and Oulu-CASIA[30] are datasets that focus on the facial
expressions collected in lab settings, which are different
from the real situation. Some work also focuses on multi-
task emotion analysis of face modality[12, 13, 14, 15].
The context-focused emotional dataset captured in public s-
pace is lacking[23], especially the video datasets containing
complete individuals. EMOTIC dataset[16] is a collection
of images from other datasets and networks. These images
include different activities in the real environment and ex-
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press rich emotional information. CAER dataset[18] is a
collection of video-clips from TV shows with 7 discrete e-
motion annotations. However, most of the video clips focus
on the actor’s face and upper body, and do not contain a
complete individual, which is different from the study of in
this paper. GroupWalk dataset[23] consists of 45 video clip-
s captured in multiple real-world settings of people walking
in dense crowd settings. The dataset contains four cate-
gories of emotions, which are less fine-grained for the e-
motions of individuals in the public space. In order to meet
the needs of this paper for emotional analysis of people in
public space, a dynamic data set containing scene informa-
tion and complete individual information in public space is
needed.

3. Proposed Method
3.1. Motivation and Overview

In this section, we describe an effective framework for
video emotion recognition in the wild. Limited by the ex-
ternal conditions in the public space scene, not all individ-
uals can efficiently obtain the information often used for e-
motion recognition, such as facial expression, audio and so
on. In order to study the emotional state of people in public
space under general circumstances, we extract features con-
tributing to emotions from the body posture of individuals,
including key points of bones and appearance information,
and the context, and then realize emotion recognition by
combining the above various features. Figure 1 shows the
overall framework of emotion recognition algorithm based
on real life video.

Concretely, the network structure is mainly composed of
three sub network structures, which are AS-GCN[19], 3D-
ResNet101[11] and Plain-3D for extracting emotional fea-
tures from skeleton key points information. The input of
AS-GCN network is normalized skeleton data of 16 con-
secutive frames. Thanks to the characteristics of residual
structure, 3D-ResNet101 has very good feature extraction
ability, which is very suitable for emotion feature extrac-
tion of individual appearance sequence. For scene feature
extraction, we design a convolutional neural network Plain-
3D with moderate depth, which is composed of five convo-
lution layers and five pooling layers. The features extracted
from the above three sub network structures will be fused
in the full connection layer, and then classified to get the
corresponding emotions.

3.2. Feature Extraction Module

GCN In more and more applications, data is generat-
ed from non-Euclidean domains and represented as graph
structures with complex relationships, which brings great
challenges to existing machine learning algorithms. In ad-
dition, for non-Euclidean data such as skeleton key point se-

quence, the information on the timeline also contains many
characteristics related to behavior and emotion. Therefore,
in order to obtain the spatial and temporal features of the
skeleton key point sequence, Li et al. [19] used AS-GCN to
construct a general skeleton map to capture more abundan-
t dependencies between joint points. Specifically, a data-
driven approach is used to infer Actional Links (A-links)
to capture potential dependencies between any connection-
s. Structural Links (S-links) not only considers the nodes
connected with the central node, but also considers multiple
nodes close to the central node, so as to extract more abun-
dant features, as shown in Figure 1. Based on A-links and
S-links, Actional-Structural Graph Convolution (ASGC) for
extracting spatial features is formed. In order to obtain the
temporal features between frames, AS-GCN uses one layer
of Temporal Convolution (T-CN), which extracts the tem-
poral features of each joint independently while sharing the
weight of each joint. ASGC and T-CN are combined to form
AS-GCN block, which can be used to extract the emotion
information contained in the skeleton key point sequence,
so as to improve the accuracy of emotion recognition.

3D-ResNet With the deepening of convolution neural
network, gradient vanishing, gradient explosion and degra-
dation of recognition accuracy will follow. ResNet effec-
tively solves the above problems through residual struc-
ture. However, the convolution kernel of ResNet is two-
dimensional and cannot be applied to temporal tasks. Hara
etal. [11] used 3D convolution and 3D pooling to extend the
existing ResNet network structure, and got 3D-ResNet net-
work structure to adapt to more abundant feature extraction
tasks. 3D-ResNet takes 16 consecutive RGB images as in-
put, and the specific input dimensionis 112x112x3x16. In
the process of network reasoning, the pooling operation will
down sample the data in the time dimension, and learn the
spatiotemporal characteristics of the input data. The public
space video emotion recognition algorithm designed in this
paper uses 3D-ResNet to extract the emotion information
from the individual appearance sequence.

Plain-3D In order to extract the emotional information
contained in the context, this paper designs a 3D convo-
lutional neural network Plain-3D with moderate depth, as
shown in Figure 1. Plain-3D consists of five convolution
layers, five pooling layers and three fully connected layers.
The size of convolution core is 3 X 3 x 3, which is inspired
by the construction method of VGG network, replacing the
relatively large convolution core with a small convolution
core such as 3 x 3. There are two advantages, the first is
to reduce the amount of parameters of the whole network,
the second is to add the ReLLU[9] activation function be-
tween multiple convolution operations and introduce more
nonlinear factors to make the extracted features more dis-
criminative. When there are multiple individuals in a scene,
there will be multiple individuals sharing similar context in-
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formation. In order to avoid the network overfitting in the
training process and ensure the generalization performance
of the model, the network structure of Plain-3D is not very
deep.

4. BCEmotion Dataset
4.1. Data Source

There is a lack of datasets based on public space videos
including complete individuals, so a new Body and Contex-
t Emotions Dataset (BCEmotion) is captured in real public
space and labeled to support the related research. The ex-
amples of dataset are shown in Figure 2.

The data sources in the dataset established in this paper
mainly include two aspects: first, the data is shot on the spot
by video equipment; second, the video data that meets the
conditions (real world, complete body, enough time) is ob-
tained on the Internet. In the process of field shooting, more
than 15 researchers filmed 10-minute videos at different lo-
cations in nine cities (no researchers were in the videos).
The original data was filtered and edited, and the edited da-
ta contained a total of 3961 individual video clips, each of
which contained 16 frames of images.

FC

Figure 2. Some examples of BCEmotion dataset. The three dimen-
sions from left to right are V, A and D.

4.2. Label Production

In the real wild scene, people will control and restrain
their emotions, for example, emotions like fear and disgust
are less. Dimensional emotion model is more suitable to
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Figure 3. The comparison matrix of initial and final labels of dimensional emotion, (a) (b) and (c) correspond to the comparison matrix of
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Figure 4. Sample proportions of different levels in dimensional emotion, (a) (b) and (c) correspond to V, A and D respectively.

evaluate the emotional state of individuals in the scene of
public space. Specifically, this paper divides three different
dimensions of VAD into five levels, respectively represent-
ing the measurement of the state degree of each dimension
of individual emotion. There are altogether 14 staff partic-
ipating in the marking work, among which 9 are male and
5 are female. Before the marking work starts, the marking
staff will undergo unified training. A total of three taggers
annotate each video clip, and the final tag adopts the ma-
jority rule. The initial labels obtained after the first round
of labeling are statistically compared with the final labels
obtained after the third round of labeling. The comparison
matrix is shown in Figure 3, the overall consistency is high.

4.3. Data Statistics

In this paper, the samples of different levels in each di-
mension of VAD are statistically analyzed and displayed in
a bar chart, as shown in Figure 4. As can be seen from the
figure, no matter for dimension V, A or D, the sample pro-
portion of grade O is the largest. V, especially dimensions
level O samples of more than 0.5, and the dimension of 2,

1 sample proportion is relatively small, the whole data re-
flects the imbalance. This is related to people’s restraint on
their emotions in the wild. Individuals in the public space
are more inclined to display their neutral and positive emo-
tions while suppressing their relatively negative emotions.
Therefore, the statistical results of data are consistent with
the reality.

4.4. Privacy Protection

When obtaining the videos, we took it into accoun-
t and complied with relevant laws and privacy protection
policy. Meanwhile, we also concentrate on the gener-
al practice about how to release a dataset. For example,
WoodScape[28] was released with original data and a li-
cense agreement which enforces the users to strictly adhere
to the General Data Protection Regulation(GDPR). We will
take a similar approach as well. The dataset with the annota-
tions for training and testing will be made freely available to
academic and non-profit organizations for non-commercial,
scientific use under the premise of privacy protection.
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Figure 5. The overall framework of baseline network, consisting of two-stream networks and fusion network.

5. Experiments
5.1. Experimental Settings

Model is implemented with PyTorch library. Model
training is divided into two stages. Firstly, the AS-GCN
is trained, and the Aact and Astruct models are obtained by
unsupervised learning. The models are trained for 1000 e-
pochs on NVIDIA RTX 2080ti, the batch size is 64, and the
Adam optimization algorithm is used. The learning rate is
fixed at 0.0005. Then the Aact and Astruct models are used
to complete the training process of AS-GCN. Each sample
will first generate the corresponding data through the previ-
ously trained model, and then use Adam optimization algo-
rithm to train on NVIDIA RTX 2080ti. The initial learning
rate is 0.1, with a total of 100 epochs. Every 20 training
epochs will reduce the learning rate to 0.1 times of the orig-
inal.

Before the start of the second stage of training, the mod-
el generated by AS-GCN training is added to the complete
algorithm as a pretraining model. It is worth noting that in
order to avoid the influence of context information and ap-
pearance information on AS-GCN pretraining model in the
process of back propagation, the parameters of AS-GCN
pretraining model are frozen in the second stage of training.
The initial learning rate is 0.0001. Every 20 epochs of train-
ing will reduce the learning rate to 0.1 times of the original.
The optimizer uses Adam. In this paper, the accuracy of
five-level classification of dimensional emotions is used to
measure the performance of the corresponding algorithm.

5.2. Qualitative Results

In this paper, the baseline network was designed by re-
ferring to the attention module in the CAER-Net[18]. The
baseline network uses the selected region of bounding box
in the dataset and the context information after the bounding
box region was erased as the input of the two channels. The
overall framework of baseline network structure is shown
in Figure 5, which is mainly composed of four modules,

’ Algorithm \ A% \ A \ D ‘
Baseline 0.7103 | 0.6729 | 0.7477
Ours 0.7259 | 0.7103 | 0.8100

Table 1. Quantitative evaluation of the proposed network in com-
parison to baseline network on the BCEmotion dataset.

including body feature extraction module, context feature
extraction module, attention module, and mixed attention
module.

The experimental results of baseline network and our al-
gorithm are shown in Table 1. Compared with the base-
line method, our algorithm uses AS-GCN to extract the e-
motional features of skeleton key points sequence, which
greatly improves the accuracy of dimension A and dimen-
sion D. The main reason is that dimension A and dimension
D are the individual’s activation degree and the individu-
al’s degree of control over the scene or others respective-
ly, which are closely related to the body information, while
the skeleton key information reflects the body posture in-
formation. As an individual’s happiness level, dimension V
is more closely related to human facial information, while
skeleton key information is completely unable to reflect hu-
man facial conditions, so the improvement of dimension V
is limited.

The confusion matrix of our algorithm is shown in Fig-
ure 6. As can be seen from Figure 6 (a), the recognition
accuracy of samples with level 0 in dimension V is higher
than 0.9, while the recognition rate of samples with other
levels is relatively low, and they are easy to be confused
with samples of adjacent levels. The main reason may be
that in public space, the scene is more complex and the face
information is blocked. There will be problems in the pro-
cess of label making and feature extraction, which leads to
a high false recognition rate. Figure 6 (b) is the confusion
matrix of dimension A. It can be seen from the figure that
no matter which level of data is, it is easy to be confused

3614



Confusion matrix for V

-2 A 0.00 0.33 0.00 0.00 08 H 0.39
-1 0.00 0.33 0.17 0.00 . 0.38
j 0 0.00 0.00 0.91 0.09 0.01 ﬂ 0.02 0.08
=1 -04 g
= =}
1 0.00 0.00 0.45 0.00 0.00 0.03
-0.2
2 0.00 0.00 0.27 0.20 0.00 0.00
-0.0
-2 -1 0 1 2 -2 -1
Recognition Label
(a)

Confusion matrix for A

Recognition Label

Confusion matrix for D

0.00  0.00 0.8 2 MEGM 021 004 000 000 08
0.7 07
0.00  0.00 06 -1 06
-05 2 -05
0.02 0.0 > 0
-04 g -04
=
_03 =
0.05 1 o
-02 -02

0.32 5 -0.1 2 -0.1

=-0.0 =-0.0

1 2

Recognition Label

)

Figure 6. The confusion matrix of experimental results of the proposed network, (a) (b) and (c) correspond to the confusion matrix of

dimensions V, A and D respectively.

[ Method [V [ A [ D |
AS-GCN 0.6573 | 0.6012 | 0.6293
AS-GCN+Plain-3D 0.6791 | 0.6137 | 0.6822
3D-ResNet101 0.6978 | 0.6542 | 0.7726
3D-ResNet101+AS-GCN 0.7196 | 0.6573 | 0.7757
3D-ResNet101+Plain-3D 0.7134 | 0.6978 | 0.7819
3D-ResNet101+AS-GCN+Plain-3D | 0.7259 | 0.7103 | 0.8100

Table 2. Ablation study of the proposed network on the BCEmotion dataset.

with the data of one or two adjacent levels. Of course, this
is related to the continuity of human motion state in public
space. Figure 6 (c) shows the high recognition accuracy of
dimension D. In general, the algorithm in this paper has a
good effect on human emotion recognition in public space
scenes, which proves the effectiveness of the algorithm.

5.3. Ablation Experiments

The network structure of the algorithm in this paper is
composed of three sub-network structures. In order to ex-
plore the contribution of each sub-network to the final emo-
tion recognition result, the ablation experiments are carried
out, as shown in Table 2.

As can be seen from the table, the accuracy obtained by
using skeleton sequence as the data source in the experi-
ment is lowest. The introduction of context information
on the basis of skeleton information effectively improves
the recognition results of each dimension, which proves the
importance of context information for individual emotion
recognition. Adding skeleton information and context in-
formation improves the accuracy on the premise of appear-
ance sequence as input. Relatively speaking, the improve-
ment of experimental results by adding skeleton informa-
tion is limited, which may be because appearance sequence
also expresses skeleton information to a certain extent. Fi-
nally, the experimental results are the best when the three

sub-network structures are fused, which shows that various
information related to human emotions in the public space
can be complementary, and the accuracy of emotion recog-
nition can be effectively improved by fusing various infor-
mation to comprehensively judge the emotional state of in-
dividuals.

6. Conclusion

In this paper we present a learning-based algorithm for
emotion recognition by utilizing posture and context in-
formation, aiming to realize emotion recognition based on
video in real-life scenarios. The network consists of three
feature streams: body, skeleton and context streams. The
three streams are then fused to predict dimensional emotion,
valence, arousal, and dominance. We also release BCEmo-
tion dataset, which is captured in the wild and includes com-
plete individuals, for emotion recognition. In the future, we
will further study more flexible strategies and more scales
of information to respond to the diversity of contexts and
environments, in a more refined way to perceive and identi-
fy individual emotional states.
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