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Abstract

As vehicles experience a wide variety of driving settings
in the wild, 2D pedestrian detection offers a substantial
barrier to autonomous vehicle navigation systems. In this
work, we demonstrate the effectiveness of a lightweight en-
semble architecture for pedestrian detection in the wild,
which combines detectors and data augmentation tech-
niques to improve the performance of well-established de-
tectors. The framework uses voting strategies to increase
the explainability of object detection in navigation systems
while also improving the precision of bounding box predic-
tions on the dataset. The ensemble of the best model and
augmentation technique achieved 41.41 % AP in detecting
pedestrians in the wild using the consensus voting strategy
on the WiderPerson dataset.

1. Introduction
The rapid development of self-driving vehicles over the

last decade has increased the demand for reliable object de-
tection systems. Vehicles encounter a wide range of chal-
lenging environments to navigate through on a daily basis,
so the systems guiding the vehicle’s navigation must be ro-

bust, precise, lightweight, and fast. In these environments,
the systems must detect and interpret social cues, follow
traffic laws, and make critical decisions in emergency situa-
tions. Furthermore, these decisions must be explainable and
ethically responsible in order to ensure the safety and trust
of passengers and pedestrians.

Vehicles in the wild face unpredictable driving condi-
tions such as poor weather and unstructured road condi-
tions. However, one of the most difficult challenges is nav-
igating through crowds and around unpredictable pedestri-
ans. Pedestrians are more difficult to detect against back-
grounds in image processing than other items such as auto-
mobiles and buildings. They are frequently found in clus-
ters, in various positions, and in low resolution when cap-
tured by sensors on autonomous vehicles. These challenges
must be overcome by the deployed detection models, which
must identify individual pedestrians, provide precise detec-
tions, and be unaffected by diverse surroundings. Because
the navigation decisions are made by assessing the vehicles’
state in its surroundings, the reliability of navigation sys-
tems is highly dependent on the quality of detections pro-
vided by the models. Thus pedestrian detection is a signifi-
cant challenge in computer vision and is an important com-
ponent of object recognition for autonomous systems. In
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Figure 1. WiderPerson Dataset Sample

this work, we are tackling the challenge of pedestrian detec-
tion in the wild by applying a lightweight ensemble frame-
work that combines detectors and augmentation techniques
using voting strategies. Our main contributions include:

• Experimenting with data augmentation techniques to
determine which augmentation is most effective for de-
tecting pedestrians in the wild.

• Combining detections from multiple object detectors
with distinct architectures to detect pedestrians in a va-
riety of environments.

• Using the ensemble framework to study the effects of
consensus, affirmative, and unanimous voting strate-
gies on overall prediction precision.

2. Related Work
As companies race towards deploying self-driving cars

in the near future, the demand for better detectors and algo-
rithms is increasing. Building robust systems for detecting
and tracking pedestrians with image processing techniques
and deep learning models is rapidly gaining attention and
many works propose innovative methods of achieving this.

[8,10,12,15,19,21,23] Because of its applications in safety,
surveillance, and robotics, tracking pedestrians has been a
part of multiple studies and surveys that introduce innova-
tive perspectives as well as introduce the ethical concerns
surrounding this technology. [2, 3, 26] Studying the bias
in datasets is an important concern in pedestrian detection,
especially when we deal with crowd surveillance and large
scale real world applications. A common bias seen in pedes-
trian detection tasks is higher miss rates for female pedes-
trians and poor detection results for children. For appli-
cations like autonomous vehicles, biased datasets will ulti-
mately lower the reliability of such vehicles and threatens
to affect the safety and trust between these cars and humans
in the future.

2.1. Datasets

The need for diverse pedestrian datasets for training
models inspired the creation of several datasets including
INRIA [6] , ETH [10], TUD-Brussels [32], and KITTI
[14]. INRIA [6] contains pedestrians in bias-free poses in
diverse settings, ETH [10] and TUD-Brussels [32] are mid-
sized video datasets and ETH [10] and KITTI [14] pro-
vide stereo information. The focus of this study, pedestrian
detection in the wild was implemented using WiderPerson,
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Figure 2. Ensemble Framework

a dataset that was introduced in 2019 for dense pedestrian
detection in the wild, from scenarios not limited to traffic
scenes and has been used in this study. [37]

2.2. Algorithms

Using computer vision for pedestrian detection was first
seen around 2003, when Viola and Jones introduced the
VJ detector. [30] Subsequently, several traditional detec-
tors were introduced including the HOG detector, ACF and
Checkerboards. [7, 9, 36] The use of Convolutional Neu-
ral Networks improved the performance on this task drasti-
cally with accurate object detection using CNN-based mod-
els [4,16,35] . Other works included interesting approaches
like convolutional sparse coding for pretraining the CNN,
scale-dependent pooling and layer-wise cascaded rejection
classifiers, multiscale detection and multi-task network ar-
chitecture. [1, 4, 22, 29, 34] . The application of ensemble
learning for pedestrian detection has covered approaches in-
cluding structured ensemble learning method with spatially
pooled features [25], Random Dropout and Ensemble In-
ference Network [13] , tree classifier ensemble [33] and
ensemble of classifiers using different feature representa-
tion schemes of the pedestrian images [24] performed well
on the datasets. The work in this paper has been based on
the ensemble technique proposed in [5, 31] for combining
detectors for object detection.

3. Data Description

The WiderPerson dataset [37] is a large compilation of
13, 382 images scraped from the internet using 50 keywords
including pedestrian, cyclist, walking, running, marathon
that display human beings in a variety of scenarios, environ-
ments and performing different activities in the wild which
can be seen in Figure 1. The dataset has an average den-
sity of 28.87 persons per image which is relatively higher
compared with all previous datasets. It also covers a wide
range of scales and the data distribution at multiple scales is
relatively uniform. As shown in Figure 1, the dataset spans
a wide variety of locations, seasons and contains pedestri-
ans spread across the image except the sky area in the upper
portion. For this study the entire original validation subset
of 1000 images was considered, which was provided in the
WiderPerson dataset [37], for testing the performance of
the ensemble framework and formed a total of 4000 images
after the augmentation was applied.

4. Methodology

The ensemble framework for detecting pedestrians as
shown in Figure 2 using the ensemble technique is based on
4 components that will be discussed in this section; the en-
sembling strategy, data augmentation, deep learning models
used and the voting strategies.
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Figure 3. Performance of Baseline Models

Model Class[Pedestrian] AP (%)
RetinaResnet50 40.81
SSD 30.46
Yolov3 35.27

Table 1. Results of Baseline Models on WiderPerson Dataset

4.1. Ensemble Strategy

The ensemble algorithm uses the IoU metric with a
threshold of 0.5 to group predictions and acknowledge the
presence of objects in the images. [28] For two bound-
ing boxes b1 and b2, the overlapped region is calculated by
Equation 1.

  IoU(b1, b2) = \frac {area(b1 \cap b2)}{area(b1 \cup b2) } \label {eq1}  
 

 
(1)

4.2. Data Augmentation

Multiple data augmentation techniques were carried out
to improve the predictions of the framework and the best
augmentation technique was chosen for the final experi-
ments using the score on the baseline models.

• Colour Augmentation: By raising different RGB
colour channels, the images in the dataset were aug-

mented.

• Flipping Augmentation: By flipping the images along
different axes; horizontal and vertical, the images in
the dataset were augmented.

• Blurring Augmentation: Four blurring augmentation
techniques, average blurring, bilateral blurring, basic
blurring and Gaussian blurring were used for the ex-
periments.

4.3. Models

For this study, 3 deep learning models were selected for
the ensemble framework which showed good performance
on object detection on other datasets in the past. The train-
ing sets used for training the 3 models were PASCAL VOC
[11] and COCO [18]. These training datasets have one im-
portant similarity with the task of this study, they both con-
tain humans as one of main classes in realistic scenes in the
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Figure 4. Comparison of Data Augmentation Techniques using SSD Model and Affirmative Strategy

Model Class[Pedestrian] AP (%)
Flipping 27.31
Blurring 26.99
Colour 31.10

Table 2. Results of Data Augmentation Techniques on WiderPerson dataset using SSD Model and Affirmative Strategy

images. For this property and the volume of data present in
them, they were selected for training the models.

• Yolov3 [27] - A modification of the original Darknet
model, with 53 layers stacked onto the architecture, the
Yolov3 is a real time detection algorithm which makes
detections at 3 different scales. This model was trained
on VOC dataset. [11]

• RetinaResnet50 [17] - RetinaNet uses Feature Pyra-
mid Networks which improves multi-scale predictions
and focal loss, which addresses class imbalance. This
model was trained on the COCO dataset. [18]

• SSD Resnet [20] - This is a Single Shot MultiBox De-
tector network with the inside VGG16 replaced with a
ResNet50 network. This model was trained on VOC
dataset. [11]

4.4. Voting Strategies

To determine how the predictions should be combined to
create the final predictions, we applied voting strategies to
obtain the results:

• Affirmative: When one of the detectors predicts that a
region contains an object initially, such a detection is
considered as valid.

• Consensus: The majority of the initial detectors must
agree to consider that a region contains an object.

• Unanimous: All the methods must unanimously agree
to consider that a region contains an object.
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Figure 5. Comparison of Ensemble Models using Affirmative Strategy

Model
Unanimous
Class[Pedestrian]
AP (%)

Affirmative
Class[Pedestrian]
AP (%)

Consensus
Class[Pedestrian]
AP (%)

Yolov3 34.81 35.65 35.43
SSD 30.21 31.10 30.73
RetinaResnet50 39.41 41.31 41.41
Yolov3 + SSD 29.71 35.64 35.63
Yolov3 + RetinaResnet50 33.84 39.75 40.01
RetinaResnet50 + SSD 29.41 39.17 39.55
Yolov3 + RetinaResnet50 + SSD 28.32 38.71 36.84

Table 3. Results of Final Ensemble Models on WiderPerson Dataset Using All 3 Voting Strategies

5. Experiments

In this study several experiments were conducted for de-
termining the performance of the ensemble methodology
for pedestrian detection. The metric selected for the exper-
iments was Average Precision(AP) for the Pedestrian Class
detection. First all 3 baseline object detection models were
tested on the original dataset, without any augmentation
and the results are presented in Table 1. Then one baseline
model (SSD) and one voting strategy (affirmative) was cho-
sen for running the detectors on the three different types of
augmentation to find the best data augmentation technique
of them as shown in Table 2. Finally the best augmentation

was applied to the 3 baseline models and 4 ensemble models
with all 3 strategies: consensus, affirmative and unanimous.
These results are presented in Table 3.

6. Results
The results of the experiments demonstrate the effec-

tiveness of baseline models as presented in Figure 3, aug-
mentation techniques shown in Figure 4, ensemble models
shown in Figure 5 and voting strategies as shown in Figure
6 in pedestrian detection. The performance of the baseline
RetinaResnet50 outperforms all the other baseline models
with 40.81% AP. Selecting the SSD model with affirmative
strategy, the performance of different data augmentation
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Figure 6. Comparison of Voting Strategies using RetinaResnet50 model and Colour Augmentation

techniques was tested and it was found that colour augmen-
tation generated the best results, outperforming the second
best technique flipping by 3.79% AP. Using colour augmen-
tation, then the performance of 7 models were compared
using AP. RetinaResnet50 performed the best in all 3 strate-
gies, unanimous, consensus and affirmative with 39.41%,
41.41% and 41.31% respectively as visualized in Figure
7. The unanimous strategy worked worse than the base-
line models after data augmentation. On different ensem-
ble models, different voting strategies performed differently
but affirmative and consensus strategies worked best over-
all. This result indicates that having a higher number of
pedestrian detections is providing better results when com-
bined than a smaller number of detections confirmed by all
three models. One potential cause for this could be the high
density of pedestrians which is accurately determined only
by some models due to the model architectures but cannot
be captured by the rest, leading to poor unanimous deci-
sions.

7. Conclusion and Future Work

For autonomous vehicles, surveillance systems, traffic
safety and many other applications, detecting pedestrians
in densely packed clusters, challenging scenarios, and di-
verse environments is a significant challenge. In this work

we have demonstrated the application of a lightweight en-
semble framework for pedestrian detection in diverse en-
vironments. On the WiderPerson dataset, we were able to
achieve good results using the ensemble algorithm, voting
procedures, and data augmentation for pedestrian recogni-
tion, and we were able to draw numerous interesting in-
ferences from the results. Colour based data augmentation
worked best for the dataset and improved the performance
of the baseline models significantly.

As seen by the good performance of RetinaResnet50
with consensus strategy in recognising pedestrians in the
wild, combining more models did not always result in better
results. The reason for this is that the use of voting strate-
gies, particularly unanimous strategy combines predictions
from all the models and if some models perform worse than
the others, they do not aid the performance of the over-
all ensemble but keep it constant, or even worse than the
single best detector. The use of affirmative and consen-
sus techniques produced the best results, implying that the
base model detections of some detectors were mainly cor-
rect but that even if the other models missed these objects,
the unanimous strategy forced them to eliminate the correct
bounding box predictions. As expected, unanimous strat-
egy which expects all collaborating models to agree upon all
predictions, has the minimum number of detections and an
affirmative strategy that accepts any one set of predictions
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Figure 7. Visualization of Ensemble Framework Results

has the maximum number of detections. The use of voting
strategies thus provides explainability and allows the users
to understand how the ensemble framework makes the final
detections. This voting strategy framework can also be used
between models of different parameters, or for users to use
for different tasks. For example, in self-driving cars where
we require high certainty and explainability for pedestrian
detection, the consensus strategy can be leveraged. We in-
tend to investigate the efficacy of the ensemble framework
for pedestrian recognition in difficult conditions like lower
resolution imagery and to detect special classes such as traf-
fic policemen in future research. The experiments can be
broadened to include a larger range of models and can be
conducted on a variety of 2D and 3D datasets. In addition
to enhancing the performance of models, the bias in exist-
ing pedestrian recognition datasets must be investigated in
order to ensure the ethical deployment of future AI-based
navigation systems and to acquire end-user trust. Pedestrian
detection algorithms can be leveraged responsibly for the
benefit of society in applications such as traffic safety and
management, senior assistance, and security surveillance in
the future.
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