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Abstract

Among human affective behavior research, facial ex-
pression recognition research is improving in performance
along with the development of deep learning. For improved
performance, not only past images but also future images
should be used along with corresponding facial images,
but there are obstacles to the application of this technique
to real-time environments. In this paper, we propose the
causal affect prediction network (CAPNet), which uses only
past facial images to predict corresponding affective va-
lence and arousal. We train CAPNet to learn causal infer-
ence between past images and corresponding affective va-
lence and arousal through supervised learning by pairing
the sequence of past images with the current label using the
Aff-Wild2 dataset. We show through experiments that the
well-trained CAPNet outperforms the baseline of the sec-
ond challenge of the Affective Behavior Analysis in-the-wild
(ABAW2) Competition by predicting affective valence and
arousal only with past facial images one-third of a second
earlier. Therefore, in real-time application, CAPNet can re-
liably predict affective valence and arousal only with past
data.

The code is publicly available.!

1. Introduction

Human affective behavior research is essential for the
human-computer interaction (HCI) field and has been estab-
lished for a long time. However, there are many obstacles
for HCI systems used in real-world applications, such as in-
the-wild or real-time tasks. To address these problems, Kol-

'https://github.com/gsethanl7/CAPNet_ABAW2021

lias et al. have been hosting the Affective Behavior Analysis
in-the-wild (ABAW) Competition, which involves a variety
of research activities, for two years [5, 6,7, 8,9, 11, 12, 30].
Most of the top-ranked teams in the competition of ABAW
[5, 6] used convolutional neural networks (CNNs) with sin-
gle facial images or sequences of such images. In cases
where a single image was used, the captured image was in-
putted to be recognized, and even for teams that used im-
age sequences, past or future images were used along with
the image captured at that point [1, 14, 16]. Although these
methods perform well with large-scale data in the wild, they
encounter limitations when used in real time. Except in
cases such as posterior analysis with recorded video, most
real-world applications require future decisions only with
past data in real time, such as facial expression recogni-
tion for interview assistant systems [21] or driver monitor-
ing systems [19].

Hence, we propose a deep learning based network called
causal affect prediction network (CAPNet), which enables
affect prediction with only past data. CAPNet outputs the
predicted affective state in the form of valence and arousal,
which are the most popular continuous emotional repre-
sentations proposed by Russell [22]. The input data re-
quire only a sequence of past facial images, not current
or future ones. CAPNet consists of a modular architec-
ture divided into a feature extractor and a causality extrac-
tor, which allows one to learn causality well from past fa-
cial images. The feature extractor is based on the facial
expression recognition (FER) model proposed by Oh et al.
[19], which was pretrained using the AffectNet dataset [17].
We fine-tuned this FER model with a pair of single images
and corresponding labels of the Aff-Wild2 dataset [10] and
used the feature extractor of the FER model as the feature
extractor of CAPNet. The causality extractor consists of
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long short-term memory (LSTM) and fully connected (FC)
layers behind the feature extractor. We applied causal in-
ference learning to perform supervised learning by pairing
the sequence of past images with the current label using the
Aff-Wild2 dataset [10].

The proposed network, CAPNet, can predict the affec-
tive state from only past facial images and was evaluated
using the test datatset of Aff-Wild2 [10]. Announced results
from the second challenge of ABAW (ABAW?2) [5] showed
that CAPNet outperforms baseline performance without
current or future images. The proposed network achieved
lower-quality than top-ranked scores but the predictions can
be generated without having to wait for the current image.
Nonetheless, CAPNet is the only one ranked on the leader-
board of ABAW?2 using past data only. A considerable ad-
vantage of CAPNet is that it can be applied in real time
by outputting reliable affective state one-third of a second
ahead.

The primary contribution of this paper is as follows:

* We propose CAPNet, which uses the order of the input
data and the causal structure. CAPNet reliably predicts
the affective state early with only past facial images
through causal inference learning between the past im-
ages current affective state.

The rest of this paper is organized as follows. Section 2
introduces the related work of the human affective behavior
research and causality learning. Section 3 discusses the de-
tails of proposed CAPNet for predicting the human affective
state with only past facial images. Section 4 presents the de-
tails of implementation and analyzes the evaluation results
announced by ABAW?2. Section 5 concludes this work and
describes further work.

2. Related work
2.1. ABAW

Human affective behavior research has been established
for a long time and recently produced promising results
with developments in deep learning. A contribution to this
achievement is the ABAW Competition, hosted by Kollias
etal. [6,5]. ABAW consists of three challenges on the same
dataset, Aff-Wild2 [10]: dimensional affect recognition (in
terms of valence and arousal), categorical affect classifica-
tion (in terms of the seven basic emotions), and 12 facial ac-
tion unit detection. Most of the top-ranked teams in the first
challenge of the Affective Behavior Analysis in-the-wild
(ABAW1) Competition, which was held in conjunction with
FG2020, proposed deep learning based multitask models
that output the three challenges at once [1, 14]. For the input
data, the corresponding image is basically used, and addi-
tional (previous or post) images are used to further leverage
temporal information [1, 14, 16]. Kuhnke et al. were ranked

a runner-up in the valence-arousal recognition challenge us-
ing not only visual data but also audio data as input [14].
Notably, the top-ranked model in the same challenge used
an additional dataset, AFEW-VA [13], along with several
methodologies to increase performance. Through ABAW1,
human affective behavior recognition performance has been
enhanced for in-the-wild environments. However, there are
no results considering real-time environments.

2.2. Causality learning

Causal learning has been generally overlooked because
of the success of machine learning and deep learning.
Nonetheless Scholkopf et al. stated that causal inference
can improve machine learning and deep learning [23]. They
said that most of the current success of data-driven mod-
els is only the result of large-scale pattern recognition in
formalized large data. Hence, causal inference learning is
required to solve the problem with generalization outside
formalized data. The use of structural causal models, such
as modular architectures may enable the development of
causality machine learning or deep learning models [23].
Entangled recurrent neural networks (E-RNN), proposed by
Yoon et al. [29], are structural causal models.

Causality learning can also be achieved through sequen-
tial input data. It is mainly utilized in generative models
such as PixelCNN [25] and WaveNet [20]. PixelCNN [25]
first defines the order of each pixel in the image. The pixel
values are inputted in the defined order, and PixelCNN gen-
erates the next pixel. WaveNet [20] deals with audio data
that are made over time. Therefore, the audio data are in-
putted with a time sequence, and WaveNet generates the
next audio data. In these processes, the causality between
the previous data and the next data is learned.

Causal inference is also being considered in recent fa-
cial expression studies [18, 24]. Therefore, causal learning
should also be considered in deep learning based facial ex-
pression recognition studies.

3. Methodologies

We propose CAPNet, which predicts human affective
state indicators with valence and arousal values in past fa-
cial images. Through supervised learning using chronologi-
cally constructed facial images and corresponding affective
labels, CAPNet learns the causal inference between past fa-
cial expressions and the current affective state. Multiple
past images, past images are created in a single sequence
and used as input data. Additional details about the input
sequence are presented in Section 3.1. Each input image
is first extracted into a feature vector through a feature ex-
tractor, which is imported from the driver’s real emotion
recognizer (DRER) [19]. Details about the feature extractor
are discussed in Section 3.2. The extracted feature vectors
are sequentially fed into a causality extractor, which inte-
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Figure 1. Overall pipeline of CAPNet-the network predicts the current affective state in terms of valence and arousal, ¢, with only past

facial images.

grates causal inference from the feature vectors. The way
by which the causality extractor integrates the causal in-
formation is described in Section 3.3. Figure 1 shows the
overall pipeline of CAPNet.

3.1. Input sequence

Ordering of past images, proposed by Oord et el. [20,
25], can be conducted to learn causal inference from past
facial images. Even though the order of past images should
be determined, most of the images we use are made over
time; thus, we only need to organize the order of the input
data according to an intrinsic sequence of time steps. There-
fore, causal inference is trained on the basis of the sequence
of chronological past images and the corresponding labels.
CAPNet trains the distribution of valence and arousal over
the past facial images of humans under the following con-
ditional distribution:

p(yt) :p(yt|$t7(d+?), n=fx(w-—d),...,2s,s,0)
(D
where y; is the valence and arousal values of the human
at time ¢, x; is the facial expression image of the person
captured at time ¢, d is the time duration for prediction, f
is the number of images captured per second (frame rate),
w is the window size (in seconds), and s is the number of

stride images. To predict y,, CAPNet needs facial images at
intervals of s from time ¢ — wto t — d.

3.2. Feature extractor

The CNN architecture we use is based on the FER model
of DRER [19], which uses ResNeXt [28] and SENet [3]
to recognize driver valence and arousal from a single im-
age of the driver’s face during driving. The structure of the
FER model consists of a feature extractor, which has a CNN
structure, and an FC layer, as shown in Figure 2. Using the
FER model as it is, we can output the valence and arousal
of the subject by inputting a single image. Furthermore,
the top layer of the FER model (FC layer) can be removed,
and the causality extractor can be connected to process a
sequence of facial images, as shown in Figure 1.

3.3. Causality extractor

Following the proposal of Scholkopf et al. [23], we build
the causality extractor as a modular structure so that CAP-
Net becomes a structural causal model. Since the causality
extractor exists independently of the feature extractor, it can
be trained individually for the causal inference. The causal-
ity extractor consists of one LSTM layer and two FC layers.
The LSTM layer lies between the feature extractor and FC
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Figure 2. Overall pipeline of the FER model of DRER [19]-the FER model recognizes the current affective state in terms of valence and
arousal, g, with a single (current) facial image. The feature extractor of the FER model is utilized for CAPNet as is.

layers, and it is based on the LSTM network, proposed by
Hochreiter and Schmidhuber [2]. The LSTM layer outputs
a single hidden state for the input sequence of feature vec-
tors generated by the sequence of input images. During the
integration of sequential data into the single hidden state,
the LSTM layer learn the causal inference between the past
facial images and the affective state. The FC layers even-
tually convert the single hidden state to the predicted affec-
tive state. The last FC layer, which has two units and a tanh
activation function, outputs a continuous two-dimensional
value between —1 and 1 representing valence and arousal,
respectively.

4. Experiments

We studied the proposed model, CAPNet, which consists
of feature extractor and causality extractor. The backbone
of feature extractor is the FER model [19] pretrained with
AffectNet [17], one of the largest datasets composed of sin-
gle images. We discarded the top layer of the FER model,
then put on an LSTM and FC layers as the causality extrac-
tor. CAPNet configured in above step was trained using the
Aff-Wild2 dataset [10]. Proposed CAPNet was evaluated
by ABAW?2 [5] because the label for test sets of Aff-Wild2
[10] is not disclosed. We submitted prediction results by
CAPNet for the test sets of Aff-Wild2 [10] and the results
announced from ABAW?2 [5] are described in Section 4.3.

4.1. Data preprocessing

For training, we used cropped facial images, provided by
ABAW?2, and the valence-arousal label of each image was
provided with 564 videos on the Aff-Wild2 dataset [10].
Except when the cropped images contained detection errors,
we used the training set consisted of 1,573,844 images and

the validation set of 334,865 images. These data pairs can
be represented by Equation 2, where d and n are 0.

For CAPNet training, the image sequence is paired with
sampling images and labeled as follows:

([ze—(a+2)) ve) (2)

where the set of = contains the cropped past facial images
when n is intervals of s from f X (w — d) to 0 (ie. n =
fx(w—d),...,2s,s,0),y; is the valence-arousal label at
time ¢, d is the time duration for prediction, f is the video
frame rate, w is the window size (in seconds), and s is the
number of stride images. If the cropped facial image does
not exist at the ¢t — (d + ?) point, the image will be sampled
while navigating sequentially up to the t — (d + ”TJFS) +1
point except n is f x (w—d). All the videos provided by Aff-
Wild2 [10] have a frame rate of 30 fps; for our experiments,
we set d to one-third of a second, w to 3 s, s to 10 images.
In this case, except when the value of x is insufficient or
y; is invalid, we used 1,512,258 training sets and 322,643
validation sets for CAPNet training.

4.2. Implementation

We trained CAPNet with the following parameters: the
input image size was 224 x 224 x 3; the mini-batch size
was 128, and the optimizer we used was Adam [4], with a
0.00001 learning rate. Training was conducted repeatedly
and was terminated if there was no improvement of the val-
idation metric in next four consecutive epochs. The met-
ric used was the concordance correlation coefficient (CCC)
[15] value, same as that proposed in the ABAW2 competi-
tion [5] and the equation is as follows:

2kgy

cee =
o5+ 0%+ (g — p1y)?

3)
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Model window size CCC
(seconds) Valence Arousal Mean
1 0.476 0.478 0477
CAPNet 2 0.498 0.486 0.492
3 0.510 0.483 0.497

Table 1. Evaluation results using validation sets of Aff-Wild2.

window size CcCC
Model (seconds) Valence Arousal Mean Remark
1 0.2416  0.2323  0.2370
CAPNet 2 0.2680 0.2561 0.2621 ours
3 0.2607  0.2502  0.2555
VGG-FACE [5] - 0.23 0.21 0.22  baseline of ABAW?2

Table 2. Evaluation results using test sets of Aff-Wild2 with baseline of ABAW?2 challenge [5].

where ¢ and y are the model output and label, respectively;
1 is each mean value; o2 is each variance; and k is the corre-
sponding covariance value. The average of each CCC value
(CCCyean) for valence and arousal was used as the overall
metric. For training, the loss function for backpropagation
was set to 1 — CCCypean. For CAPNet training, additional
data-related parameters were needed. The time duration for
prediction (d) was wet to one-third of a second; the number
of stride images (s) was set to 10 images; and the window
size (w) was set to 1, 2, and 3 s. Additionally, we applied
dropout to drop the inputs of the LSTM layer and the first
FC layer at a rate of 0.2.

4.3. Results

Table 1 shows the results of our methods on the valida-
tion set. On the validation set, it performed well overall
regardless of window size. The CCC values of valence and
arousal were not biased. The CCC values of the valence
and arousal showed the highest values when the window
size was 3 s and 2 s, respectively. Mean CCC values of
the valence and arousal showed the highest value when the
window size was 3 s.

Table 2 presents the results of our methods on the
ABAW?2 challenge with the baseline [5]. First, all our pro-
posed models achieved superior CCC values compared with
the baseline and were listed on the leaderboard of ABAW?2
challenge [5]. Moreover, the CCC values of valence and
arousal were still not biased on the test set. The difference
from the results evaluated in the validation set is that both
of valence and arousal CCC values were highest when the
window size was 2 s.

We compared the performance of our proposed mod-
els with other state-of-the-art models ranked on the leader-
board of ABAW2 competition?>. Table 3 shows the com-

2https://ibug.doc.ic.ac.uk/resources/

parison results. Our proposed CAPNet is a single task
model that outputs only valence and arousal, while other
state-of-the-art models are all multi task models that outputs
emotion category or action unit with valence and arousal
[26, 27, 31]. Netease Fuxi Virtual Human [31] achieves
high performance by streaming hierarchical relationships
between three emotional expressions, Morphoboid [26]
uses the knowledge distillation technique. STAR [27] uses
audio input data as well as the knowledge distillation tech-
nique. There are many differences between the state-of-the-
art models and CAPNet, but we focused on input images.
CAPNet uses only past images while other state-of-the-art
models use either a single current image [31] or an image
sequence containing the current image [26, 27] as input im-
age. CAPNet is the only one listed on the leaderboard of
ABAW?2 using past data only.

5. Conclusions

In this paper, we propose CAPNet, which outperforms
the baseline (ABAW?2 results) and is ranked the leaderboard
of ABAW?2 challenge [5]. CAPNet can predict current or
future affective states with only a sequence of past facial
images. Although CAPNet achieves lower-quality than the
state-of-the-art models, the state-of-the-art models still need
the current image, which hinders its use in real-time appli-
cation. In other words, CAPNet can predict at the same time
the event occurs or before the event occurs, even when it is
applied to systems where facial images are inputted in real
time. The evaluation results shows that CAPNet has suf-
ficient causality learning to predict corresponding valence
and arousal from past facial images. Hence, CAPNet pre-
dicts reliable affective state one-third of a second ahead.

Although the performance of CAPNet outperforms the
baseline, CAPNet is slightly poorer than the state-of-the-art

iccv-2021-2nd-abaw/
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Input image CcCC
Model Type ’ Past : Current Valence Arousal Mean Place of ABAW2 [3]
Netease Fuxi Virtual Human [31] single 0.4859  0.4950 0.4905 ond
Morphoboid [26] sequence Vv 0.5051 0.4747  0.4899 3rd
STAR [27] sequence Vv 0.4784 04975 0.4876 4th
CAPNet [ours] sequence Vv 0.2680  0.2561 0.2621 10t

Table 3. Evaluation results using test sets of Aff-Wild2 with results of state-of-the-art models.

models. Thus, filling this gap is one of our future works. We
are also considering the multi task model, the knowledge
distillation technique, and use of past audio data. Addition-
ally, we plan to apply CAPNet to real-time environments.
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