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Abstract

Independently exploring unknown spaces or finding ob-
jects in an indoor environment is a daily but challenging
task for visually impaired people. However, common 2D as-
sistive systems lack depth relationships between various ob-
Jjects, resulting in difficulty to obtain accurate spatial layout
and relative positions of objects. To tackle these issues, we
propose HIDA, a lightweight assistive system based on 3D
point cloud instance segmentation with a solid-state LIDAR
sensor, for holistic indoor detection and avoidance. Our
entire system consists of three hardware components, two
interactive functions (obstacle avoidance and object find-
ing) and a voice user interface. Based on voice guidance,
the point cloud from the most recent state of the changing
indoor environment is captured through an on-site scanning
performed by the user. In addition, we design a point cloud
segmentation model with dual lightweight decoders for se-
mantic and offset predictions, which satisfies the efficiency
of the whole system. After the 3D instance segmentation,
we post-process the segmented point cloud by removing out-
liers and projecting all points onto a top-view 2D map rep-
resentation. The system integrates the information above
and interacts with users intuitively by acoustic feedback.
The proposed 3D instance segmentation model has achieved
state-of-the-art performance on ScanNet v2 dataset. Com-
prehensive field tests with various tasks in a user study ver-
ify the usability and effectiveness of our system for assisting
visually impaired people in holistic indoor understanding,
obstacle avoidance and object search.

1. Introduction

For sighted people, when they enter an unfamiliar indoor
environment, they can observe and perceive the surrounding
environments through their vision. However, such a global
scene understanding is challenging for people with visual
impairments. They often need to approach and touch the ob-
jects in the room one by one to distinguish their categories
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and get familiar with their locations. This is not only in-
convenient but also creates some risks for visually impaired
people in their everyday living and travelling tasks. In this
work, we develop a system to help vision-impaired people
understand unfamiliar indoor scenes.

Some assistance systems leverage various sensors (such
as radar, ultrasonic, and range sensors) to help the vision-
impaired avoid obstacles [3, 24, 36, 65]. With the devel-
opment of deep learning, vision tasks like object detection
and image segmentation can yield precise scene perception.
Different vision-based systems were proposed towards en-
vironment perception and navigation assistance for visu-
ally impaired people. However, most 2D image semantic-
segmentation-based systems [31, 50, 56] and 3D-vision-
based systems [4, 6, 58] cannot provide a holistic under-
standing, because these systems only process the current
image or image with depth information captured by the
camera, rather than a complete scan of the surroundings.

Compared with 2D images, 3D point clouds contain
more information and are suitable for reconstruction of the
surrounding environment. Thereby, in this work, we pro-
pose HIDA, an assistance system for Holistic Indoor Detec-
tion and Avoidance based on semantic instance segmenta-
tion. The main structure of HIDA is shown in Fig. 1. When
the user enters an unfamiliar room, the user can wake up the
system by voice, and then the system will help the user to
scan the surroundings by running Simultaneous Localiza-
tion and Mapping (SLAM). Then the obtained point cloud
will be delivered into an instance segmentation network,
where each point will be attached with instance informa-
tion. We adapt PointGroup [23] in our instance segmen-
tation network and modify the structure to acquire 3D se-
mantic perception with higher precision. We enable a cross-
dimension understanding by converting the point cloud with
instance-aware semantics to a usable and suitable represen-
tation, i.e., 2D top-view segmentation, for assistance. Af-
ter reading the current user location, the system will inform
vision-impaired people through voice about the obstacles
around and suggest the safe passable direction. In addition,
the user can specify a certain type of object in the room,
and our system will tell the user the distance and direction
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Figure 1: a) Hardware overview. b) System overview.

of this object and warn possible obstacles on the path.

Our segmentation model is trained and evaluated on the
ScanNet v2 dataset [9], which yields an accurate and robust
surrounding perception. During field experiment and var-
ious pre-tests, the learned model performed satisfactorily
in our indoor usage scenarios, which makes it suitable for
real-world applications. Even when an object was partially
scanned, this network is still able to recognize and render
relatively accurate classification. To evaluate the assistance
functions of our system, we designed different tasks. Our
system has achieved significant results in reducing colli-
sions with obstacles. According to the questionnaire survey,
the users believe that our system will help vision-impaired
people in indoor scene understanding. To the best of our
knowledge, we are the first to use 3D semantic instance seg-
mentation for assisting the visually impaired.

In summary, we deliver the following contributions:

* We propose HIDA, a wearable system with a solid-
state LIDAR sensor, which helps the visually impaired
to obtain a holistic understanding of indoor surround-
ings with object detection and obstacle avoidance.

* We designed a 3D instance segmentation model,
achieving the state-of-the-art in mAP on ScanNet v2.

* We convert the point cloud with semantic instance in-
formation to a usable top-view representation suitable
for assisting vision-impaired people.

* We conducted user studies to evaluate obstacle avoid-
ance and object search, verifying the usability and ben-
efit of the proposed assistance system.

2. Related Work

Semantic Segmentation for Visual Assistance. Since the
surge of deep learning particularly the concept of fully con-
volutional networks [35], semantic segmentation can be

performed end-to-end, which enables a dense surrounding
understanding. Thereby, semantic segmentation has been
introduced into vision-based navigational perception and
assistance systems [10, 19, 31, 37, 40, 53, 66].

Yang et al. [56] put forth a real-time semantic segmen-
tation architecture to enable universal terrain perception,
which has been integrated in a pair of stereo-camera glasses
and coupled with depth-based close obstacle segmentation.
Mao et al. [38] designed a panoptic lintention network to re-
duce the computation complexity in panoptic segmentation
for efficient navigational perception, which unifies semantic
and instance-specific understanding. Semantic segmenta-
tion has also been leveraged to address intersection percep-
tion with lightweight network designs [5, 18], whereas most
instance-segmentation-based assistance systems [36, 61] di-
rectly use the classic Mask R-CNN model [15] and rely on
sensor fusion to output distance information.

Compared to 2D segmentation-driven assistance, 3D
scene parsing systems [6, 58, 62] fall behind, as these clas-
sical point cloud segmentation works focus on designing
principled algorithms for walkable area detection [1, 48, 62]
or stairs navigation [44, 58, 59]. In this work, we devise a
3D semantic instance segmentation system for helping vi-
sually impaired people perceive the entire surrounding and
provide a top-view understanding, which is critical for var-
ious indoor travelling and mapping tasks [20, 28, 29, 33].
3D Semantic and Instance Segmentation. With the ap-
pearance of large-scale indoor 3D segmentation datasets [2,
9], point cloud semantic instance segmentation becomes in-
creasingly popular. It allows to go beyond 2D segmentation
and render both point-wise and instance-aware understand-
ing, which is appealing for assisting the visually impaired.
Early works follow two mainstreams. One is based on ob-
ject detection that first extracts 3D bounding boxes and then
predicts point-level masks [17, 55, 60]. Another prominent
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paradigm is segmentation-driven, which first infers seman-
tic labels and then groups points into instances by using
point embedding representations [27, 32, 45, 51, 52].
Recently, PointGroup [23] is designed to enable better
grouping of points into semantic objects and separation of
adjacent instances. DyCo3D [16] employs dynamic con-
volution customized for 3D instance segmentation. Oc-
cuSeg [14] relies on multi-task learning by coupling embed-
ding learning and occupancy regression. 3D-MPA [11] gen-
erates instance proposals in an object-centric manner, fol-
lowed by a graph convolutional model enabling higher-level
interactions between nearby instances. Additional methods
use panoptic fusion [22, 41, 54], transformers [13, 67] and
omni-supervision [12, 57] towards complete understanding.
In this work, we build a holistic semantic instance-aware
scene parsing system to help visually impaired people un-
derstand the entire surrounding. We augment instance seg-
mentation with a lightweight dual-decoder design to better
predict semantic- and offset features. Differing from other
cross-dimension [21, 34] and cross-view [7, 42, 43] sens-
ing platforms, we aim for top-view understanding and our
holistic instance-aware solution directly leverages 3D point
cloud segmentation results and aligns them onto 2D top-
view representations for generating assistive feedback.

3. HIDA: Proposed System

The entire architecture of HIDA is depicted in Fig. 1,
including hardware components, user interfaces, and the
algorithm pipeline. Designed to maximize the stability of
the portable system, only very few parts are integrated into
our prototype. As shown in Fig. 1 a), the system is com-
posed of three hardware components. First, a lightweight
solid-state LiDAR sensor is attached to a belt for collecting
point clouds. The RealSense L5135, as the world’s small-
est high-resolution LiDAR depth camera, is well suitable as
part of wearable devices. In addition, the scanning range up
to 9m is suitable for most indoor scenes. A laptop placed
in a backpack is the second component of our system. The
laptop with a GPU processor ensures that the instance seg-
mentation can be performed in an online manner. As for
input and output interfaces, a bone-conduction headset with
a microphone is the third component. The audio commands
from users can be recognized by the user interface. Also
beneficially, thanks to the bone-conduction earphones, in-
ternal acoustic cues from our system and external environ-
mental sounds can be separately perceived by the users,
which is safety-critical for assisting the visually impaired.

3.1. Environment Scan

The users will collect independently the point cloud un-
der the audio guidance. At the same time, the system also
needs to obtain the user’s position in the point cloud map.
These can be achieved through Simultaneous Localization

Figure 2: Left: Capturing point cloud within a limited mov-
ing range. Right: Instance segmentation results (red col-
ored indices wrongly classified instances).

and Mapping (SLAM) with odometry [8, 26, 49]. There are
many mature SLAM frameworks. However, for the visually
impaired, collecting point clouds in an unfamiliar environ-
ment is different from conventional ways. Specifically, the
entire room is usually scanned at the entrance, so the user’s
movement is limited in a small range and those movement
will mostly be the in-situ rotation. In addition, the motion
of the human body is more unstable compared to robots. In
this case, the odometry of SLAM may lose tracking. If this
happens, the camera is required to move back to the previ-
ous position of the keyframe for loop closing, which is hard
for vision-impaired people. Therefore, we value more the
robustness of the mapping process. In our field test, RTAB-
Map [26] achieved a reliable performance under such re-
quirements. Fig. 2 shows two scanning results in real-world
scenes using RTAB-Map. It can be seen that even in a lim-
ited range of movement, HIDA can obtain point clouds with
rich and dense object information. After proficiency, users
can complete the collection of dense point clouds in most
cases by their own, even if they cannot check the collection
of point clouds through the display at the same time.

In our system, once the “start” instruction signal is rec-
ognized by the voice user interface, the environment scan
process will begin. The odometry will update the current
position and direction of the user at the same time. Under
the audio guidance, the user can slowly turn around to scan
the surrounding environment. In practice, the default scan
time of a whole room is set as 20 seconds, which can obtain
a sufficient amount of keyframes from different directions.
After that, the captured point cloud will be sent to the seg-
mentation network for 3D instance segmentation.

3.2. 3D Instance Segmentation

In the data preprocessing stage, if the point cloud is too
large, the segmentation time and memory requirement will
be significantly increased. Considering the efficiency of
3D segmentation, we restrict the amount of points under
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200,000. If the total number of points in the point cloud
exceeds 200, 000, we will downsample them evenly for sav-
ing running time and memory usage. Besides, some noise
points will be removed as outliers which is caused by the
influence of natural lighting.

Inspired by PointGroup [23], we design a 3D instance
segmentation architecture, as shown in Fig. 3. PointGroup
uses a 7-layer sparse convolution U-Net [46] to extract fea-
tures. Each layer consists of an encoder and a decoder. The
extracted feature will be decoded into 2 branches: seman-
tic branch and offset branch. The semantic branch builds
the clusters that have the same semantic labels. The offset
branch predicts per-point offset vectors to shift each point
towards the instance centroid and builds shifted point clus-
ters that belong to the same instances. Those cluster pro-
posals will be voxelized and then scored. In the inference,
Non-Maximum Suppression (NMS) is performed to make
final instance predictions.

The key difference of the proposed model to [23] lies in
the backbone structure. We design a backbone to enable a
clear separation of dense instances and reach a better perfor-
mance on semantic and offset predictions. Specifically, we
use one encoder and dual decoders in each layer. One de-
coder extracts semantic information and the other extracts
offsets. To reduce parameters and speed up inference, this
dual-decoder U-Net consists of only 5 layers instead of 7.
More details are shown in Fig. 4. This architecture has a
better prediction on both features compared with the origi-
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Figure 5: Representation of instance distance and direction.

nal model, while maintaining a low amount of parameters.

As mentioned before, many objects may only be partially
scanned. Even so, the model can still accurately identify
most of the objects in the point cloud. We show some ex-
amples of instance segmentation results in Fig. 2.

3.3. User Interface

After capturing point cloud and obtaining semantic and
instance information, we can actually provide a variety of
information to vision-impaired people. Although we have
already downsampled the point cloud before, the calcula-
tion with the whole point cloud is still very time-consuming.
In order to reduce the processing time, the proposed system
only traverses the entire point cloud once to extract informa-
tion of interest of the users. The proposed implementation
is as follows: First, all points will be projected onto a plane
parallel to the ground (XY -plane). Then, the current user
location will be updated. For each instance, 5 feature points
will be searched in points belonging to the same segmented
instance: one point closest to the user and four coordinate
extreme points (corner points) of this object. The direction
will be calculated according to the camera pose informa-
tion. We build the 2D camera coordinate X Y relative to
the XY -plane, and then transform the feature points coor-
dinate (;,y;) into (;,;). +2 corresponds to the front of
the user, and —|—y/ corresponds to the left. The coordinates
are not intuitive for the user, so our designed user interface
will represent instances with distance and direction relative
to the user. The directions will be divided into 12 areas,
as shown in Fig. 5 a). In this way, the location of each in-
stance will be replaced by the distance and direction of the
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Figure 6: Obstacle avoidance in an example scene.

point on the instance that is the closest to the user. Besides,
in order to help the user bypass the obstacle, the direction
of the “corner points” will also be denoted as the direction
“occupied” by the object. An example is shown in Fig. 5 b).
Obstacle avoidance. Furthermore, we proposed two inter-
active functions. The first function is the obstacle avoid-
ance. The user will set an obstacle avoidance range. The
system will primarily eliminate the direction occupied by
obstacles within this range to find passable area. If all di-
rections in the scanned area are already occupied by the ob-
stacles, not scanned area will be directed and suggested to
users as potential passable area. The passable area and all
objects information within the detection range will be out-
put. Fig. 6 is a functional example in an indoor scene.
Object finding. The second function is the object search.
The user specifies an object category of interest through
voice commands, such as a “Find a desk” instruction. Then,
the system will search for the corresponding instance and
return the object position through acoustic cues. For in-
stance, “Found a desk, distance 2.2 meters, direction in
directly forward” will be output as speech via the bone-
conducted headset. In addition, in order to help users navi-
gate to the object, our system can also alert obstacles in the
direction leading to the object. For example, “Attention, a
chair in this direction, distance 1.3 meters”. The detailed
schematic view is in Fig. 7.

4. Evaluation
4.1. Experiments

4.1.1 Quantitative results of segmentation model

We trained our instance segmentation model on ScanNet v2
dataset [9], containing 1613 scans of indoor scenes. The
dataset is spitted into 1201, 312, and 100 scans in the train-
ing, validation, and testing subsets, respectively. We set the
cluster voxel size as 0.02m, and cluster radius as 0.03m

‘r)) i “I'want to find a bed.” J

")) Found a bed, distance 2.6m, direction directly forward.
Attention! There is a table in this direction, distance 1.7m

I:> Object direction

User position @ Obstacle warning

Figure 7: Object search in an example scene.

and the minimum cluster point number as 50. In the train-
ing process, we uses Adam optimizer [25] with a learning
rate of 0.001. Our model learned through the entire training
set for 384 times with a batch size of 8. We report the quan-
titative performance in Table 1 and Table 2. Several qual-
itative visualizations of the segmentation results are shown
in Fig. 8.

Input Ground Truth Instance Pred.

Figure 8: Qualitative results on ScanNetV?2 validation set.

Following previous researches, mean Average Precision
(mAP) is leveraged in our work as the main evaluation met-
ric (see Table 1 and Table 2). Specifically, APy5 and APs
denote the AP scores with IoU threshold set to 25% and
50%. Also, AP averages the scores with ToU threshold set
from 50% to 95%, with a step size of 5%. We first assess the
performance on the validation set of ScanNet v2, as shown
in Table 2. Here, we also compare the performance with
different backbone sizes: “*-S” denotes a smaller back-
bone with m = 16 and “*-L” denotes a large backbone
with m = 32. If we focus on the smaller-size backbone
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3DSIS[17] | 161 382 558 | 407 155 68 43 346 01 134 05 88 106 37 135 321 28 339 116 466 93
3D-BoNet[55] | 253 488 687 | 519 324 251 137 345 3.1 419 69 162 131 52 202 338 147 301 303 651 178
MASC [32] | 254 447 615 | 463 249 113 167 412 00 345 73 173 243 130 228 368 160 356 208 7L1 13.6
SALoss-ResNet [30] | 262 459 69.5 | 667 33.5 67 123 427 22 280 58 216 2.1 39 142 519 106 338 310 721 138
MTML[27] | 282 549 73.1 |577 380 182 107 430 0.1 422 57 179 162 7.0 229 511 161 49.1 313 650 162
SD-MPA[I1] | 355 672 742 | 484 299 277 5901 47 332 212 217 27.8 193 413 410 195 574 352 352 849 213
SSEN[64] | 384 57.5 724 | 852 494 192 226 648 22 398 299 277 317 231 194 514 196 586 444 843 18.4
PE[63] | 39.6 645 77.6 | 66.7 467 446 243 624 22 577 106 219 340 239 487 47.5 225 541 350 818 273

PointGroup [23] | 407  63.6 77.8 | 639 49.6 415 243 645 2.1 570 114 211 359 217 428 660 256 562 341 860 29.1
DyCo3D[16] | 39.5 641 761 | 642 518 447 259 666 50 251 166 231 362 232 331 535 229 587 438 850 317

Ours (DD-UNet+Group) | 43.6 635 764 | 63.0 508 480 310 624 65 638 174 256 384 194 428 759 289 574 400 849 29.1

Table 1: Per class mAP 3D instance segmentation results on ScanNet v2 [9] testing set. mAP, A Ps

‘ mAP AP50 AP25

MTML [27] 20.3 40.2 554

3D-MPA [11] 353 59.1 72.4

PointGroup-S [23] 35.2 57.1 71.4

DyCo3D-S [16] 354 57.6 72.9
DyCo3D-L [16] 40.6 61.0 -

Ours-S 38.0 58.5 72.5

Ours-L 424 60.3 74.0

Table 2: Results on ScanNet v2 [9] validation set.

and preform a fair comparison with the original PointGroup
model [23] and the recent DyCo3D model [16], the pro-
posed architecture clearly exceeds them, i.e., by 2.8% com-
pared to PointGroup and 2.6% compared to DyCo3D.

We also report the class-wise performance of our 3D
point cloud instance segmentation model on the testing set
of ScanNet v2, as listed in Table 1. Compared with other
methods, our DD-UNet+Group model has achieved the best
performance measured in mAP (43.6%). Among the 11 ar-
chitectures, our method reaches high scores on many classes
relevant for assisting the visually impaired.

4.1.2 Runtime analysis of point cloud segmentation

We tested this system on a laptop (Intel Core i7-7700HQ,
NVIDIA GTX 1050Ti). We scanned four real-world scenes
including a densely-scanned meeting room, a bedroom, a
corridor, and an office. The scan time and point cloud sizes
are different. We counted the pre-processing time, instance
segmentation time (specific to each part of the network),
and the extraction time of object information, listed in the
Table 3. It can be seen that the processing of the point cloud
is still computationally complex, which inevitably leads to
a short waiting time for the user. In the scenario of helping
the visually impaired gather complete scene understanding,
search for interested objects, or travel in unfamiliar indoor
scenes, a short waiting time is understandable. Yet, a more
powerful mobile processor and a more efficient large-scale
point cloud instance segmentation method are expected to
allow users travelling instantly after the scanning.

and A Py5 are reported.

| #Points | #Points* || Total | PRE | BB | CL | S&P | Info
1| 819,073 | 163806 || 9.515 | 2.661 | 1.709 | 0.179 | 0.502 | 3.929
2 | 269273 | 134264 || 8337 | 3.117 | 1349 | 0554 | 0.112 | 2.959
3] 169,791 | 169,364 || 9.785 | 2551 | 1.504 | 0.250 | 0.556 | 4.429
4 | 258,496 | 128897 || 6512 | 1.604 | 1.417 | 0.174 | 0.314 | 3.604
avg | 379,158 | 149,083 || 8.788 | 2.483 | 1.495 | 0.289 | 0.371 | 3.729

Table 3: Analysis of inference time (s). * denotes pre-
processed point cloud; Total denotes the time from scan
finished to detection done; PRE denotes outliers removing
and downsampling; BB denotes backbone + two branches;
CL denotes the clustering; S&P denotes ScoreNet and final
prediction; Info denotes objects information extraction.

4.2. User Studies

4.2.1 Function test

Two tasks are designed to test HIDA with 7 partici-
pants including 5 males and 2 females. Their ages are
within 24-30. Due to COVID-19 restrictions especially the
social-distancing regulation challenging for the visually im-
paired [39, 47], the voluntary participants were sighted, and
they were blindfolded during the tests. The first task fo-
cuses on the functionality of obstacle avoidance, whereas
the second tests the functionality of instance locating and
guidance ability for assisting users to find their interested
objects. Before each participant performed their tasks, the
placement of objects in the test scene kept secrecy. When
each participant was executing their tasks, we recorded the
whole process for subsequent analysis.
Task 1, find passable direction: The scenario of the first
task is: The user enters a wide corridor (in most directions
passable), within three meters around the entrance, we place
different kinds of obstacles and leave a “gap” in a random
direction. The users were asked to find and leave this area
with obstacles. Each user performed this task first using
only the white cane and then performed using both the white
cane and our system. Arrangement and position of obstacles
and the gap are changed before each participant’s execution.
Fig. 9 a) illustrates some of our qualitative analysis re-
sults of task 1. It can be seen that in the case of using only a
white cane, users generally do global search without guid-
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Figure 9: a): Visualization of task 1; b): Visualization of task 2. For each visualization, floor maps are plotted according
to recorded videos and saved point clouds, and trajectories are manually plotted according to the recorded videos. Instance
segmentation and the system output visualization are on the right.

ance, trying to recognize the surrounding environment and
find passable areas by a brute-force like approach. While
using HIDA, participants can directly find the correct direc-
tion of the gap. The collisions with obstacles were signif-
icantly reduced, providing a safe walking condition in in-
door environments with obstacles. However, few problems
among different users are found. For example, the vision-
impaired user sometimes can not completely scan the sur-
rounding environment. If our system did not find a “gap”
between the scanned obstacles, it will suggest two direc-
tions pointed to unscanned area. The last row of Fig. 9 a)
represents this case. Although there is a correct direction
among two suggested directions, it is hard for users to go
back to the previous position after they primarily tried in
the wrong direction. This indicates that one should have
more practice in order to maximize the system’s effect.

Task 2, find a specific object: We chose an office for the
second task since objects placement in this office seems
more complex, indicating a kind of difficulty level for test-
ing our system. First, users will be taken to different start
points. Then, the users were asked to find a random chair
and sit down. Each user fulfilled this task twice, the first
time with the white cane, and the second time with the
white cane and our system. We only changed the position of
part objects each time. In order to avoid the user becoming
more familiar with the room when entering the room for
the second time, half of the users first performed the task
with white cane and then used both the system and cane,
the other half on the contrary.

Fig. 9 b) visualizes part of the results. Similar to task
1, when the user only relies on the white cane, the user per-
ceived the surrounding objects one by one through touching

them and feeling their shape, showing a low efficiency for
finding the object. In the case of using our system as sup-
plement, the users walked directly toward the chair, discard-
ing the process of object shape recognition by users through
touching, indicating a higher efficiency in searching objects.
And they could bypass the obstacles on the path. As shown
in the last row in Fig. 9 b), some objects may not be cor-
rectly classified. A network with an even higher precision
is expected to be designed and deployed in the future.
Based on the results of this two tasks, our system pro-
vides the visually impaired safer indoor movement. They
had less collisions with obstacles. Information about sur-
rounding objects’ category and relative position also help
them obtain a safer way to understand the current scene.
Efficiency analysis. We also counted the average time the
user costed to complete these tasks in Table 4. As it can be
seen from the data, using our system did not significantly
reduce the whole duration time. The reason is that scan-
ning of the surrounding environment, segmentation of the
point cloud, and audio interaction with users are still time-
consuming for the current method. If we only measure the
time from the user leaving the starting area to completing
the task, the differences are clear, indicating the potential
and superiority of the proposed system, which gave a cor-
rect direction and significantly reduced wrong attempts.

Task ‘ Cane only
1 48.3s
2 70.2s

Cane+System  Cane+System *
61.5s 21.5s
72.6s 26.0s

Table 4: Comparison of the time required to complete the
task. * denotes ignoring the processing time.
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Questionnaires
Understanding | I can understand an indoor environment by
using this system.

Movement I know where the obstacle located.
Functionality The system meets my expectations of what a
navigation system can do.

Complexity I do not have to concentrate all my attention
on the subtle changes of sound

Operability I can get familiar with this system easily;
The audio guidance is clear.

Comfort Wearing this device has no negative effect on
my other daily actions.

Overall For vision impaired people, this system
helps.

Table 5: Questionnaires: For each statement, users will se-
lect a score among 1-5, 5 means strongly agree, and 1 means
strongly disagree.

4.2.2 Feedback

Questionnaire. A questionnaire from multiple aspects,
listed in Table 5, is designed in order to further evaluate the
user experience of our system. After the participants com-
pleted the above two tasks, each participant answered these
questions. Fig. 10 shows the feedback from the participants
regarding our system. Participants make positive comments
in terms of understanding, complexity, and comfort of the
functionality of our system. They consider, that the system
has an intuitive and smooth interface, and it is much easier
to find the object with this system. However, the function-
ality and the operability still need to be improved. In sum-
mary, most participants think that the functions of HIDA are
indeed very helpful in case of visual impairment and wear-
ing the current hardware will not have too much impact on
their daily lives. But they expect more functions, in addi-
tion, they think that some training are necessary in order to
become familiar with the system, then they will accomplish
the tasks more smoothly.

Figure 10: Questionnaire feedback from the participants,
error bars indicate standard error.

User comments. We also collected some comments from
the participants. Some positive comments include that our
system did help them to understand the environment, it pro-
vided a very smooth interface, it is easy to wear, and the
bone-conduction headset is also very suitable for such a
system. However, some participants still put forward some
improvement directions of this system. In the hardware as-
pect, one participant hopes to use a lighter processor instead
of laptop in the future, which will make our system more
wearable. In the functional aspect, two participants both
suggested that if the real-time objects information could be
provided, it will help the visually impaired more. In the in-
teraction aspect, one participant mentioned that the current
voice interaction is still a bit time-consuming, especially
when there are many obstacles, the output of information
is somewhat lengthy. In addition, some participants thought
this system should have a clearer guidance on how to scan
a room completely or give more training before the usage.
These comments are very constructive for our future work.

5. Conclusion and Future Works

In this work, HIDA, a 3D vision-based assistance system
is proposed to help visually impaired people gather a holis-
tic indoor understanding with object detection and obstacle
avoidance. By using point cloud obtained with a wearable
solid-state LIDAR sensor, it provides obstacle detection and
specific object searching. Visual SLAM and instance-aware
3D scene parsing are combined, where point-wise seman-
tics are converted to yield a dense top-view surrounding
perception. The devised 3D instance segmentation model
attains state-of-the-art performance on ScanNet v2 dataset,
thanks to separate predictions of semantic- and offset fea-
tures. The overall system is verified to be useful and helpful
for indoor travelling and object searching, and it is promis-
ing for more assisted living tasks.

However, there are some limitations of our system. First,
the surrounding environment scanning and point cloud seg-
mentation are time-consuming, making a real-time process-
ing not possible. In addition, the accuracy of the current
point cloud instance segmentation model still has much
space to be improved. Last but not least, although we have
obtained a satisfactory point cloud map with semantic in-
stance information, due to the visual odometry get lost eas-
ily when the movement range is too large, the real-time in-
teraction with the map has not been fully investigated.

In the future, we intend to address the above points
and introduce improvements to the system such as lever-
aging multi-sensor fusion to speed up the scanning of the
surrounding environment and improving the odometry to
obtain the location of the user on the map in real time.
Moreover, designing a higher-precision segmentation net-
work structure will also significantly improve the accuracy
of holistic guidance delivered by our system.
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