Reducing Noise Pixels and Metric Bias in Semantic Inpainting on Segmentation Map
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Abstract

Semantic Inpainting on Segmentation Map (SISM) aims to manipulate segmentation maps by semantics. Providing structural assistance, segmentation maps have been broadly used as intermediate interfaces to achieve better image manipulation. We improve the SISM by considering the unique characteristics of segmentation maps in both training and testing processes. First, to improve SISM training process, we reduce the noise pixels, which are pixel artifacts from the generation. Because each pixel in the segmentation maps has a much smaller value range in comparison to pixels in natural images, we propose a novel denoise activation (DA) by estimating the possible pixel values for an inpainted area in advance. Second, we improve SISM testing process by reducing the metric bias. The bias is caused by the ignore of latent ground truths in the current metrics in SISM. Based on the analysis of possible latent ground truths, we then propose a novel metric, Semantic Similarity (Sem), to quantify the semantic divergence between the generated and ground-truth target objects. Sem is calculated by a pre-trained semantic classifier using object shapes as training data. Since the classifier is pre-trained on PS-COCO dataset, with a large number of training samples and relatively general classes, Sem is also applicable to other datasets. Our experiments show impressive results of DA and Sem on three datasets.

1. Introduction

Image manipulation, aiming to transform or edit images, is a popular topic [13, 9, 44, 23]. Though its final outputs are usually natural images, many recent works have showed segmentation maps provide auxiliary information for better style [24, 48, 44] or structure manipulation. For example, recent works use manually-edited [24, 33], pre-existing [7, 23], or automatically manipulated segmentation maps [13, 17, 27, 21] as the structures of the objects, followed by style manipulation on the edited structure as their downstream models. Since manual editing on segmentation map is time-consuming, and pre-existing segmentation maps are not always adapted to the context, we focus on Semantic Inpainting on Segmentation Maps (SISM) [13, 10], which automatically manipulates segmentation maps. Concretely, given a bounding box, which provides semantics and location of a target object, SISM outputs an inpainted segmentation map respected to the bounding box (inpainted area), shown as Fig. 1. The SISM results should be consistent with the context and reflect the given semantics, which is different from image inpainting [3, 38].

Current SISM models [13, 10] are adapted from models of natural image generation, replacing the natural image representations with the segmentation map representations. But they ignore the unique characteristics of segmentation maps, which are helpful to SISM. In this work, we exploit...
The characteristics of segmentation maps to improve SISM in the both training and testing processes by reducing the noise pixels and reducing the metric bias respectively.

First, the noise pixels, which are pixel artifacts from the generation, exist in the SISM results. Since SISM is a generation task, its generated pixel values are in a full range; then, the pixels with values out of the range of ground-truth are noises. An example of noise pixels in a SISM result is shown in Fig. 2(a). The noise pixels represent inconsistent semantics. They can impact downstream models, which translate SISM results to natural images by semantics. Besides, one pixel can even introduce an adversarial attack [28, 1]. Thus, the noise pixels should be reduced.

To reduce them, we use a characteristic of segmentation maps, smaller value range of each segmentation pixel value. It means that each pixel in a segmentation map has a much smaller number of possible values compared with that of RGB image [25], because each object in a segmentation map has the same pixel value equaling their semantic classes. As a result, the value range equals the number of semantic classes. Recognizing this, we propose a novel De-noise Activation (DA) to reduce noise pixels by estimating a range of pixel values for an inpainted area in advance. DA is effective in both training and testing processes.

Second, we find that current metrics of SISM can bring bias in evaluating SISM, due to ignoring the latent ground truths. Concretely, current metrics of SISM, such as Hamming Distance (hamm) [10, 22] and Target Intersection-Over-Union (tIOU) [13, 10, 18], consider the pixel-level overlapping ratios between the SISM results and the ground truths. Fig. 2(b) shows an example of a biased evaluation.

These metrics are biased because they are commonly applied in discriminative tasks with unique ground truths (e.g. image segmentation [35]), while SISM is a generation task with latent ground truths such that different object shapes for the same semantics. Since the metric bias overlooks SISM models with reasonable results which are different from the ground truths, the metric bias should be reduced.

We first analyze the appearances of latent ground truths to reduce the metric bias. The appearances should have target objects with the same semantics as the ground truths, due to the task requirement of SISM. Since having the same semantics is the key factor of latent ground truths, we propose a new metric, Semantic Similarity (Sem), to quantify semantic divergence between the generated and ground-truth target objects by a semantic classifier. The semantic classifier is designed by another characteristic of segmentation maps, more object semantics from object shapes. It means that object semantics are mainly represented by the object shapes in the segmentation maps, rather than the textures (colors). Thus, the semantic classifier should be a shape classifier, emphasizing on the object shapes and ignoring the textures. With Sem, the SISM evaluation considers the latent ground truths. Since the semantic classifier is pre-trained on PS-COCO [16], which provides 332,310 training samples with relatively general semantic classes, Sem, like Frechet Inception Distance (FID) [12], is applicable to other datasets. Our main contributions are:

1. We consider the unique characteristics of segmentation maps to improve SISM, ignored by current SISM models.
2. To reduce noise pixels in the SISM results, we propose a novel DA using a characteristic of segmentation maps, which allows us to estimate the possible value ranges of pixels in the inpainted areas in advance. To the best of our knowledge, we are the first to address noise pixels in SISM.
3. The current metrics of SISM are biased, due to ignoring latent ground truths. Thus, we propose Sem to quantify semantic divergence between the generated and ground-truth target objects. Sem is applicable to other datasets. To the best of our knowledge, we are the first to address the bias.
4. The experiments on Cityscapes [6], ADE20K [46] and PS-COCO [16], achieved impressive results, such as 7.29% improvement in the tIOU on ADE20K by DA. Sem is more robust in different image transformations, such as decreasing 50% slower after flipping the objects.

2. Related Work

Segmentation map manipulation has recently been applied for image manipulation. For examples, [7, 23, 13] all firstly generate the segmentation maps corresponding to the target semantics, which are then translated to natural images for semantic image manipulation. Similar to the framework in above studies, [17, 27] focus on image inpainting. Plus, [7] adds new instances automatically in scenes by firstly cal-
calculating their manipulated segmentation maps. Besides the structure manipulation, [21] transfers object shapes in the segmentation maps for attribute manipulation in the natural images. However, these models manipulate segmentation map ignoring the characteristics of segmentation map and treat segmentation maps like natural images.

Noise can be input of generative adversarial net (GAN) [8] for generation [42, 5, 45]. But most noise in the generated results brings degradation [4] or even adversarial attack [28, 1], which can be achieved by one pixel. To address the noise in the outputs of the GAN, several methods are attempted on the natural images. For examples, [20] applies the cycleGAN [47] to translate high noise images to low noise images. A wavelet filtering is added to a generator for high-fidelity generation [41]. And [14] applies hidden Markov model to denoise the natural images. But little denoise has been done in SISM.

Though several metrics, introduced from image segmentation or image inpainting, have been applied in the SISM, most of them do not quantify the SISM results directly and require additional downstream models. For examples, [13], as a SOTA of SISM, evaluates SISM performance by translating the SISM results into natural images, followed by a segmentation model on the translated natural images for new segmentation maps, then calculating the tOUE between the new segmentation maps and ground truths. [17, 10, 23] and [13], apply FID [12] and Structural Similarity Index [34] respectively, for the manipulated images rather than segmentation maps. Though tOUE [18], and hammm [22] are applied for the manipulated segmentation maps directly [13, 10], they ignore the latent ground truths. Besides, though SISM is a generation task, the metrics [37] for GAN, such as 1-NN accuracy [19], Inception Score (IS) [29], and FID [12], are not applicable. This is because that they emphasize on the image quality rather than semantics, and indirect evaluation on natural images from downstream models can bring new biases (shown in Sec. 4.3). In comparison, our Sem considers latent ground truths and is applicable to other datasets.

3. Model

A work flow of SISM is shown in the first row of the Fig. 3 by black arrows 1. Given a single-channel complete segmentation map $S^r \in \mathbb{R}^{H \times W \times 1}$, where $H$ and $W$ represent height and width respectively, SISM aims to synthesize the inpainted segmentation map $\hat{S} \in \mathbb{R}^{H \times W \times 1}$ with semantics defined by a target label $l^t$. The $S^r$ and $\hat{S}$ have each pixel value representing a semantic class.

Concretely, we set an object bounding box $B = \{b, l^t\}$, as a combination of box corner coordinates $b \in \mathbb{R}^4$ and a target label $l^t$, where each $b$ provides a mask area and each $l^t$ provides a semantic ID. We then construct an incomplete segmentation map $S^u \in \mathbb{R}^{H \times W \times 1}$ by copying $S^r$ and masking its pixels in the bounding box $B$ as $l^t$, which informs the model about the location and the semantics to generate. Then, a learnable structure generator $G^0$ generates $P$ by $P = G^0(S^u, B)$. The $P \in \mathbb{R}^{H \times W \times k}$ represents the probabilities that each pixel belongs to each class, where $k$ is the number of semantic classes. Then, we get a SISM initial result $\hat{S} \in \mathbb{R}^{H \times W \times 1}$ by $\hat{S} = \text{arg max} P$. We further fuse the SISM initial result $\hat{S}$ and $S^u$ to derive an inpainted segmentation map $\hat{S}$. Finally, $\hat{S}$ is sent to a downstream model $T$ to perform a subsequent task such as image translation [10] or semantic image inpainting [13].

In the next subsections, we introduce a replaceable structure generator $G^0$. Then, we introduce our novel DA for SISM based on dilation operation, which can be applied in both training and testing processes. Finally, we propose Sem to quantify the semantic divergence of SISM results.

3.1. Structure Generator

A structure generator $G^0$ is designed to inpaint the mask area $M$ in $S^r$, where $M \in \mathbb{R}^{H \times W}$ is a binary matrix specified by $B = \{b, l^t\}$: $M_{ij} = 1$ for all pixels $(i, j)$ inside the bounding box $B$. The $\hat{S}$, transformed from $P$, should include an object reflecting semantics defined by $l^t$, and should also achieve consistency between the inpainted area and its surrounding context. Since [13] is a state-of-the-art of SISM that satisfies the two requirements, we apply its SISM model as an example of structure generator $G^0$, which outputs a binary object map $O$ and a context map for adding objects in segmentation maps and SISM, respectively. Its two maps are generated by sharing an embedding module. Since our task is SISM, we only use its context maps as our initial SISM results $\hat{S}$ and ignore its binary object maps $O$. The loss function of $G^0$ is as below,

$$L_B = \lambda_1 L_{adv}(\hat{O}, O^c) + \lambda_2 L_{rec}(\hat{O}, O^c) + \lambda_3 L_{rec}(\hat{P}, P^c)$$

(1)

where $O^c$ is the ground-truth binary object map defined by $B$. The $P^c \in \mathbb{R}^{H \times W \times k}$ is a binary tensor transformed from $S^c$, by setting an element in a channel to 1 if the pixel in $S^c$ belongs to respective semantic class, otherwise to 0. The $L_{rec}(\cdot, \cdot)$ is a reconstruction loss. The $L_{adv}(\hat{O}, O^c)$ is a conditional adversarial loss defined on $S^u$ and $O^c$ to ensure the perceptual quality of $\hat{O}$. After deriving $P$ from $G^0$, we get $\hat{S}$ by $\text{arg max} P$. Finally, we have the SISM result, the inpainted segmentation map $\hat{S}$, by fusing $\hat{S}$ and $S^u$ as,

$$\hat{S} = \hat{S} \cdot M + S^u \cdot (1 - M)$$

(2)
3.2. Denoise Activation (DA)

Because of no limitation on the value ranges of elements in $P$, the probabilities for semantic classes that never shown in the ground truths can be the maximum. Since an initial segmentation map $S$ is transformed from an probability tensor $P$ by $\arg\max$, the SISM initial result $S$ can have noise pixels, so as $S$ due to Eq. 2.

To decrease the number of noise pixels, we design a novel DA by a dilation operation [32] without impacting the original performance, illustrated in the second and third rows of Fig. 3. Concretely, we apply a 3 × 3 kernel with all elements as 1 to dilate the binary mask map $M$, so that we have the dilated mask map $M^d$. Due to the kernel size as $3 \times 3$, the $M^d$ is one-pixel dilated compared with $M$. Then, we get a dilated binary boundary $M^1 \in \mathbb{R}^{H \times W}$ as follow,

$$M^1 = M^d - M$$  \hspace{1cm} (3)

we calculate $M^1$, as it is the closest boundary to the mask area. Then, we assume that the pixel values of the context nearby the mask area tend to appear in the inpainted area of $\hat{S}$ again, while the pixel values never shown in the context nearby the mask area tend to be noises. The assumption is reasonable to segmentation maps, as a bounding box cuts related objects into two parts, and the pixel values among one object in segmentation maps are same as the semantic ID of the object. Then, in the vast cases, a set of semantic classes (except the target class $l^1$) in the inpainted area is a subset of the set of semantic classes in the nearby context. By the assumptions, our noise filter vector $f^N \in \mathbb{R}^k$ is,

$$f^N = \min\left(\sum_{i=1}^{H} \sum_{j=1}^{W} (P^u \cdot M^1) + l^1, 1\right)$$  \hspace{1cm} (4)

where $P^u \in \mathbb{R}^{H \times W \times k}$ is transformed from $S^u$ like from $S^c$ to $P^c$. And $\sum_{i=1}^{H} \sum_{j=1}^{W} (P^u \times M^1)$ is a vector in $k$ dimensions, which is the sum of the elements in $P^u$ with respect to dilated binary boundary $M^1$ in each semantic channel. It is a possible value range (except target label) of pixels in an inpainted areas. Then, we add it with $l^1$, which is the one-hot vector of $l^1$ and adds the target label into the possible range. If a vector $\sum_{i=1}^{H} \sum_{j=1}^{W} (P^u \times M^1) + l^1$ has values greater than 0 in some dimensions, it means the respective classes tend to appear in the inpainted area of SISM result again; if the values equal to 0, the respective classes tend to not appear. Thus, we apply a min operation to indicate whether these classes appear or not by 1 or 0, respectively.

**Apply DA in the training process.** After getting $f^N$, we implement DA in the training shown in the second row of

---

2The failure cases for our DA are the pixels with unique semantic classes compared to the context and given semantics. Our DA misses them, as the SISM task setting cannot aware these classes.
Fig. 3. It calculates a filtered probability tensor \( \tilde{P}^f \) as,
\[
\tilde{P}^f = \sigma(\tilde{P}) \cdot f^N
\]  
(5)
where \( \sigma \) is leakyReLU [36]. Then, motivated by residual learning in resNet [11] and SAGAN [42], we derive our denoised probability tensor \( \tilde{P}^d \in \mathbb{R}^{H \times W \times k} \) as follows,
\[
\tilde{P}^d = \text{Softmax}(\tilde{P}^f) + \text{Softmax}(\tilde{P})
\]  
(6)
where we apply the \( \text{Softmax} \) to boost stability. Then, we substitute \( \tilde{P} \) by \( \tilde{P}^d \) in Eq. 1 to have our loss function as,
\[
L_{\text{out}} = \lambda_1 L_{\text{adv}}(\tilde{O}, \tilde{O}^c) + \lambda_2 L_{\text{rec}}(\tilde{O}, \tilde{O}^c) + \lambda_3 L_{\text{rec}}(\tilde{P}^d, P^c)
\]  
(7)
finally, we get the denoised initial SISM results \( \tilde{S}^d \in \mathbb{R}^{H \times W \times 1} \) by \( \tilde{S}^d = \arg \max (\tilde{P}^d) \). Similar to Eq. 2, we can also get a denoised inpainted segmentation map \( \hat{S}^d \) as,
\[
\hat{S}^d = \tilde{S}^d \cdot M + S^u \cdot (1 - M)
\]  
(8)
Apply DA in the testing process. We can also apply DA in the testing process to avoid retraining a SISM model. Concretely, instead of conducting Eq. 2 in the testing process, we apply the noise filter \( f^N \) on the probability map \( \tilde{P} \) from original \( C^0 \) as follows,
\[
\hat{S}^d = \arg \max (\tilde{P} \cdot f^N) \cdot M + S^u \cdot (1 - M)
\]  
(9)
where \( \arg \max (\tilde{P} \cdot f^N) \) is a single-channel segmentation map. Then, the noise pixels are filtered in the SISM results.

3.3. Semantic Similarity (Sem)

The reason of the metric bias is that current SISM evaluations [13, 10] ignore the latent ground truths. The latent ground truths should have target objects with the same semantics as the ground truths, due to the SISM task requirement. Therefore, we propose a novel metric Sem to quantify the semantic divergence between the generated and ground-truth target objects for SISM.

In the Sem, we provide a semantic classifier \( F \), which is pre-trained on PS-COCO [16]. For the design of \( F \), since the semantics of segmentation maps are mainly represented by object shapes rather than textures, we should emphasize the object shapes and ignore object textures. Thus, the first-channel of the two-channel input to \( F \) is a binary target object map \( O^c \in \mathbb{R}^{H \times W} \). It sets certain pixels to 1 if the pixels in the ground-truth inpainted area (\( S^c \cdot M \)) have values as \( l^c \), otherwise to 0. Because the sizes and locations of inpainted areas are various from samples, we design the second-channel of two-channel input as a positional embedding. It equals to \( M \) and informs \( F \) where should be classified. Since PS-COCO has 80 classes, the output of \( F \) is an 80-dimension vector. Its elements are classification probabilities. We use cross-entropy loss to train \( F \).

The \( F \) is revised from EfficientNet [30], on which state-of-the-art image classifier [26] is also built. We revise it by adding a gated convolution [39] at the first layer of EfficientNet. The reasons of adding the gated convolution are two folds. First, there are many all-zero areas in each channel of the input, where gated convolution can alleviate their impact. Second, the object shapes are shown by the object boundaries, which are junctions of all-zero and all-one areas, thus, we expect gated convolution can dynamically learn optimized weights for the object boundaries.

After training \( F \), given a testing sample \( \hat{S} \) (or \( \hat{S}^d \)) from any datasets, we extract its target binary object map \( \hat{O} \in \mathbb{R}^{H \times W \times 1} \) from \( \hat{S} \cdot M \) by setting the pixel values to 1 if the respective pixels in \( \hat{S} \cdot M \) have values as \( l^c \), or otherwise to 0. Then, Sem calculates semantic divergence as follow,

\[
\text{Sem} = 0.5 \times |\text{Softmax}(F_{-1}(\hat{O})) - \text{Softmax}(F_{-1}(O^c))|
\]  
(10)
where \(| \cdot |_1 \) is 1-norm and \( F_{-1}(\bullet) \) is output of the last layer of \( F \). We use the last layer rather than the penultimate layer, as we expect to normalize Sem into a range from 0 to 1; then, we need \( \text{Softmax} \), which has better explanation added on the last layer than the penultimate layer. With \( F_{-1}(\bullet) \), the Sem is explained as the semantic difference between the ground truths and generated results referred to PS-COCO classes. By Eq. 10, if \( \hat{O} \) shows more similar semantics to \( O^c \), then Sem is smaller. Thus, Sem can quantify the semantic divergence between target objects.

4. Experiments

4.1. Experiment Setup

Datasets. Our experiments are implemented on street scenes in Cityscapes [6], indoor scenes in ADE20K [46], and panoptic segmentations in COCO (PS-COCO) [16].

The Cityscapes and ADE20K are applied for SISM task, follow the setting as [13]. Specifically, we apply 2975 training images and 500 testing images from Cityscapes; 1239 training images and 150 testing images on bedroom images from ADE20K. Based on the rank of object numbers, we choose 8 movable semantic classes from total 35 semantic classes of Cityscapes for SISM. For ADE20K, which has 49 semantic classes, we choose 7 classes for SISM.

The PS-COCO is applied for our shape classifier. Concretely, PS-COCO provides panoptic segmentations, including both semantic-level and instance-level segmentations. Among its 118,287 training panoptic segmentations and 5000 validation panoptic segmentations in 80 object categories, we extract 332,310 binary instance segmentations for training and 14,343 binary instance segmentations for testing. These segmentations are extracted by filtering out the instances with sizes smaller than 1% of the respective image sizes, as we find the instances in too small sizes are too similar to instances in other semantic classes.
Implementation details. For the SISM task, we set $\lambda_1 = \lambda_2 = \lambda_3 = 1$ in Eq. 1 and Eq. 7. Plus, we apply Adam optimizer [15] with learning rate of 0.0002 to train the SISM model for 200 epochs on each dataset. For the downstream task of SISM, we apply the semantic image inpainting task with pre-trained model for ADE20K provided by [13]; we train the model for semantic image inpainting on Cityscapes by pix2pixHD [33] for 300 epochs $^3$.

For training the shape classifier described in Sec. 3.3, we apply EfficientNet-B7 [30] and initialize its parameters as its pre-trained ones. We then train the EfficientNet-B7 with gated convolution [39] for 50 epochs and choose the parameters resulting in the highest accuracy in the test set, where early stop also happens. The Adam optimizer with learning rate of 0.00001 is applied, where the learning rate decays 30% every 10 epochs.

Evaluation metrics. We apply four metrics to evaluate the overlapping degree, noises and semantics of the SISM results: (1) Target Intersection-Over-Union ($tIOU$) [18, 10], which is the ratio of overlapped area for target objects to their union area; (2) Hamming Distance ($hamm$) [22, 10], which is the ratio of the number of pixels, owning the same pixel values as the ground truths, to the number of total pixels; (3) Noises Number ($NN$), which calculates the average number of the noise pixels of the testing samples. (4) Semantic Similarity ($Sem$), which quantifies the semantic divergence between the generated and ground-truth target objects, by our shape classifier pre-trained on PS-COCO. We do not apply FID [12], as the natural images from downstream models might bring new bias, shown in the Sec. 4.3.

Baseline and ablation settings. For SISM, our baseline is the state-of-the-art SISM model applied in [13], which is also our structure generator introduced in Sec. 3.1. For simplification, we use Two-Stream Model (TwoSM) to represent the SISM model in [13]. Then, our DA is combined with it as TwoSM+DA, which applies the DA in the training by default. To show the effect of DA, we apply the TwoSM+DA(Train), TwoSM+DA(Test) and TwoSM+DA(Both) as our ablation study, to respectively represent applying DA in the training, in the testing, and in both the training and testing processes. To verify the effectiveness of DA, we compare our DA with 4 SOTA denoise methods trained with clean data: ADCNN [31] denoises images by feature enhancement and attention mechanisms; DANet [40] uses an UNet-based denoiser; RIDNet [2] uses a residual structure and feature attention for denoise; FFDNet [43] uses sub-images and a noise level map to denoise. We replace our DA with these baselines by revising their # channel of the input and output for segmentation maps, and keeping their input as $P$, the output of $G^0$.

$^3$More implementation details, metric introduction, data samples, and source code are provided in our supplementary materials.
4.2. Quantitative Results Of SISM

Tab. 1 and Tab. 2 report the quantitative results of SISM by tIOU, hamm, NN and Sem. We can conclude as below,

(1) Our DA model achieves the best results on tIOU, hamm and NN in two datasets compared to the baselines. The reasons are twofold. Firstly, DA is an activation function, requiring much less parameters compared to the four baselines, then, the overfitting has less impact. Secondly, the four baselines are designed for images, where it is hard to guess the noise pixels, so the baselines learn the distribution of noise pixels only by the DNN. But DA guesses the noise pixel values besides the distribution of noise pixels.

(2) The DA module is effective in either training or testing process. For example, TwoSM+DA(Train) improves 7.29% in tIOU and decreases 0.687 noise pixels per SISM result on the Cityscapes. Plus, TwoSM+DA(Both) improves tIOU by 1.95% and hamm by 1.38% on ADE20K.

(3) The Sem is effective to quantify the semantics. In each dataset, the decreases of noise pixels do not obviously improve the semantics of target objects, shown in Fig. 4 and 5. And the Sem in each dataset also negligibly changes, confirming the ability of Sem in quantifying the semantics.

4.3. Qualitative Results Of SISM

Fig. 4 and Fig. 5 show the inpainted segmentation maps by TwoSM+DA on the ADE20K and Cityscapes, respectively. To show the application of SISM and the bias of evaluating SISM by its downstream natural images, the SISM results and their downstream natural images from semantic image inpainting [13] are both shown in the Fig. 7 and Fig. 8. From these figures, we conclude as below,

(1) The TwoSM+DA(Train) can effectively remove the noise pixels without disrupting the semantics. For example, the noise pixels generated by TwoSM shown in the first row of Fig. 4 and Fig. 5 are removed in TwoSM+DA(Train).

(2) TwoSM+DA(Train) performs better than TwoSM+DA(Test). The Fig. 7 shows that more noises are removed by TwoSM+DA(Train).

4.4. Metrics Comparison

To further show the performance of Sem, we compare Sem with tIOU and hamm by the transformed target objects on the PS-COCO testing set. The comparison is similar to FID [12]. Here, we design 6 various image transformations with 4 different levels (levels 0-3). The results are shown in Fig. 6. Then, we conclude as below,

(1) From (a) and (b), Gaussian noise in the binary input obviously impacts Sem, as the noisy binary inputs have large semantic divergence to the ground truths. In the practical testing process, the inputs to Sem are binary with no noise due to the extraction method described in Sec. 3.3.

(2) From (c) and (d), all three metrics are sensitive to both the erode and dilate. But Sem is more sensitive than the hamm and tIOU, because the erode and dilate can mask details of the shape and alter the semantics.

(3) From (e), the flip transformation should keep the most original semantics of ground truths among the six transformations. Though all three metrics are sensitive to the flip, which changes the orientation of target objects, 1-Sem decreases around 50% slower than hamm and tIOU. It shows Sem quantifies semantic divergence for the latent ground truths better than hamm and tIOU.

(4) From (f), the semantic divergence to the ground truths should increase when the level enlarges, as the shapes, sizes, and orientations of target objects change more in higher levels. Though the tIOU and hamm do not consistently decrease at level-2, 1-Sem decreases consistently. This again verifies the superiority of Sem.

5. Conclusion

We improve the current SISM models by considering the unique characteristics of segmentation maps in both testing and training processes. First, we improve SISM training process by reducing the noise pixels in the SISM results. We propose DA to estimate a reasonable range of the pixel values in an inpainted area. The estimation is conducted based on the characteristic of segmentation maps, smaller value...
Figure 6. Results of metrics comparisons on the PS-COCO testing set with various transformations on target objects, where the transformations are only conducted on the bounding-box areas of objects. The titles of the sub-figures are descriptions of the transformations, and the inserted images are examples of each transformation at different levels. Concretely, we set all level-0 as no transformation. For (a), we fix the means and standard deviations of Gaussian noise both as 0.5, and set its appearing frequencies to 0.125, 0.25 and 0.5 for the levels 1-3. For (b), we fix standard deviations of Gaussian noise as 0.25, fix its appearing frequencies as 0.125, and set its means as 0.25, 0.5, and 0.75 for the levels 1-3. For (c) and (d), we set the kernel sizes of erosion or dilation as 3, 5, and 7 for the levels 1-3. For (e), we set the flip frequencies as 0.25, 0.5, and 0.75 for levels 1-3. For (f), we set the rotate degrees as 45, 90 and 135 for levels 1-3. To better compare the curves, we use 1-Sem, rather than Sem. In this case, higher 1-Sem refers to higher semantic similarity of the generated target objects compared with the respective ground truths.

Figure 7. Examples of SISM and downstream model results on the ADE20K. The ground-truth segmentation maps, incomplete segmentation maps and ones for natural images are shown on the left, where the red rectangles are mask areas. The white arrows indicate the visible noise pixels or their respective regions in the natural images. Please zoom in for better visualization.

Figure 8. Examples of SISM and downstream model results on the Cityscapes. The images are organized in a similar way as Fig. 7. Please zoom in for better visualization.

range of each segmentation pixel value. Our DA is effective on reducing noise pixels in the both training and testing processes. Second, we improve SISM testing process by reducing the metric bias, because current metrics ignore the latent ground truths. We propose Sem to quantify semantic divergence between the generated and ground-truth target objects. The framework and training data of the pre-trained semantic classifier in Sem is designed by the characteristics of segmentation maps, more object semantics from object shapes. Sem is applicable to other datasets. Experiments on three datasets show impressive results of DA and Sem.
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