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Abstract

Raw underwater images suffer from low contrast and color cast due to wavelength-selective light scattering and attenuation. The distortions in color and luminance mainly appear at the low frequency while that in edge and texture are mainly at the high frequency. However, the hybrid distortions are difficult to simultaneously recover for existing methods, which mainly focus on the spatial domain. To tackle these issues, we propose a novel deep learning network to progressively refine underwater images by wavelet boost learning strategy (PRWNet), both in spatial and frequency domains. Specifically, the Multi-stage refinement strategy is adopted to efficiently enhance the spatial-varying degradations in a coarse-to-fine way. For each refinement procedure, Wavelet Boost Learning (WBL) unit decomposes the hierarchical features into high and low frequency and enhances them respectively by normalization and attention mechanisms. The modified boosting strategy is also adopted in WBL to further enhance the feature representations. Extensive experiments show that our method achieves state-of-the-art results. Our network is efficient and has the potential for real-world applications. The code is available at: https://github.com/huofushuo/PRWNet.

1. Introduction

Underwater image restoration is a fundamental task for improving advanced marine applications and services like underwater surveillance, image/video compression and transmission, and object detection. However, the poor visibility, blurriness, and color shifts severely degrade the quality of underwater vision. The main reason is that the light propagating through water suffers from wavelength-dependent light scattering and attenuation [2, 4]. Red light is absorbed first because of its longest wavelength, followed by green and blue light. In addition, small particles like micro phytoplankton and non-algal particulate cause light scattering. Besides, attenuation parameters are affected by different optical waters types [9]. Thus, it is difficult but vital to find an effective method to enhance underwater images.

The difficulties of underwater image enhancement may come from two folds: First, spatial-varying hybrid degradations mostly in high frequency (i.e., edge and texture) exist in underwater images. Second, diverse water types [23] show the different distortion representations mostly in low frequency (i.e., color and luminance) [33, 9, 3, 28, 22]. Some researchers propose underwater image enhancement methods [7, 6, 15, 36, 31, 14] while ignore the influence of diverse water types. [33] employs a simple classifier to distinguish water types to facilitate the enhancement procedure. [3] enhances the images with a modified physical model. [9] restores the color of underwater images by considering multiple spectral profiles of different water types. [28] trains the network respectively based on different water types defined by [23]. [22] treats the underwater image enhancement as exemplar-based image style transformation. These methods can eliminate the influence of water types to some extent but could yield suboptimal results in hybrid degradations.

To handle the two problems at the same time, we propose a multi-stage progressive refinement network based on wavelet boost learning (PRWNet), enhancing underwater images both in spatial and frequency domains. Specifically, we propose the multi-stage refinement network. Each
stage is based on the U-shaped architecture to learn multi-scale contextual information. The enhanced features from previous stages are further refined across stages. Based on the observations that the hybrid degradations most arise in high-frequency distortions (i.e., edge and texture), while the diversity of water types is mainly reflected in low frequency (i.e., color and luminance). We decompose high and low frequency of features via wavelet transform and respectively enhance them via novel wavelet boost learning units. For the high frequency, we enhance it with residual learning and attention mechanisms. Meanwhile, we regard the restoration of low frequency as an implicit style transfer problem. Normalization and attention mechanisms are applied to adaptively discriminate and cope with different water types. The modified boost strategy is proposed to further improve the performance. Also, PRWNet is efficient with \(6.33M\) parameters and \(40+\) Frames Per Second (fps). It has the potential for real-world applications which have limited computation resources.

In summary, our contributions can be summarized as follows:

1) We propose PRWNet that progressively refines underwater images both in spatial and frequency domains. The multi-stage progressive refinement network is proposed to acquire rich context and precise spatial features. Wavelet boost learning unit is effective to enhance the images with high fidelity in the frequency domain.

2) We disentangle the features in the frequency domain and respectively enhance them through efficient enhancement methods. The novel disentangling strategy facilitate the network to simultaneously enhance underwater images from the hybrid degradations and influences of water types.

3) PRWNet achieves state-of-the-art results among the popular underwater image datasets. Ablation studies show the effectiveness of each module of our network.

2. Related Work

In this section, we discuss the related work about underwater image enhancement. Previously methods are divided into physical model-free and physical model-based types. Physical model-free methods aim to modify image pixel values to improve the visibility, such as multi-scale fusion [8, 7, 6], variational optimization [15], and pixel distribution adjustment [1]. However, Physical model-free methods omit the underwater imaging mechanism thus may produce unpleasant artifacts due to the complex underwater environment. Physical model-based methods [13, 30, 16, 37, 36] regard single underwater image enhancement as an ill-posed inverse problem and estimate the parameters of the underwater image formation model by handcrafts priors. The priors include underwater dark channel prior [13], red channel prior [16], minimum information prior [30], etc. These methods take light scattering and attenuation into consideration and achieve promising results. Nevertheless, statistical priors may fail in challenging underwater conditions and the underwater image formation model could yields the error due to diverse scene properties [2, 5]. Akkaynak and Treibitz [2] proposed a revised underwater image formation model which is physically accurate. Based on the revised model, the new underwater image color correction method was proposed based on RGB-D image pairs [3].

Recently, deep learning-based methods have shown remarkable improvements in underwater image enhancement [31, 14, 33, 22, 29, 28, 20, 27]. Due to lacking underwater images and the corresponding clean image pairs, Generative Adversarial Network (GAN) is employed in previous work to synthesize underwater image datasets or conducting unpair learning. Li et al. [31] firstly employed Generative Adversarial Network (GAN) to synthesize degraded images and proposed a two-stage refinement network. [20] formulated a multi-modal objective function to improve the perceptual quality of underwater images. [22] regarded underwater image enhancement as the exemplar-based style transfer and utilized wavelet transforms to better reconstruct the signal. Upalvikar et al. [33] introduced a simple classifier to make the GAN model more discriminative for diverse water types. To deal with the problem of lacking unpaired datasets for supervised learning, [28] simulated the realistic underwater images based on an underwater imaging physical model and 10 different water types [23]. Then they proposed light-weight CNN models trained on ten water types, respectively. Underwater Image Enhancement Benchmark (UIEB) [29] based on real-world underwater image pairs was proposed to train and evaluate the underwater image enhancement methods. [29] further proposed a gate fusion network to enhance underwater images by fusing three enhanced inputs. Recently, [27] proposed a multi-color space embedding network uniting the advantages of the physical model to deal with color cast and low contrast.

Apart from spatial-varying hybrid degradations, the influences of different water types have been considered by recent underwater image enhancement methods [2, 3, 9, 28, 33]. However, [2, 3] utilizes the RGB-D pairs which need extra devices. [9] consumes much computing resources. [28] proposed the network respectively trained on ten water types but depend on the prior knowledge of the water type for the given images. [33] can learn water-type agnostic features but sometimes produces unstable results due to the disadvantage of the GAN. It is not easy for a single method to enhance underwater images for such multiple image degradations. In this paper, based on the observations that diverse water types are mainly related to color cast and illumination which is low frequency, we disentangle the degradations and deal with them separately. Also,
Each stage of the network is composed of U-shaped architecture. Each encoder block consists of one Residual Block [18] (ResB), which preserves the data fidelity and address the gradient vanishing. Downsampling is conducted by $3 \times 3$ convolution with the stride of 2 and the number of channels after downsampling doubles. Each decoder block consists of one Wavelet Boost Learning (WBL) unit. Upsampling is conducted by $3 \times 3$ transpose convolution with the stride of 2 and the number of channels halves. At each stage, Short Connections facilitate reducing the information flow loss during downsampling and upsampling. Long-skip residual connection is added at each stage to apply deep supervision. Between adjacent stages, residual information is added to the beginning of the next stage to initially refine the input. The features refined by WBL are also densely fed to the corresponding WBL at the next stage via Cross-Stage Connection, enriching the feature progressively. By exchanging information flows at each stage and between stages, the network integrates multi-scale information and refines the underwater images in a coarse-to-fine manner.

Specifically, as shown in Figure 1, the input is divided into four, two, one patch from bottom to top stage respectively. For an input underwater image $U^i_j$, $j$ and $i$ represent the $j$-th patch and the $i$-th stage. $ResB_k^1$ and $WBL_k^2$ represent encoder and decoder, where $k$ means the $k$-th block. $ResB_k^1$ and $WBL_k^2$ share the same parameters for different input patches. Moreover, $M_{jk}^1$ and $R_{jk}^1$ mean the output features from encoder and decoder, respectively. Considering the 2-nd stage for an example, the 2 divided inputs, $U_1^2$ and $U_2^2$, are fed to the encoder $ResB_k^1$:

$$
M_{jk}^2 = ResB_k^2(U_j^i), \ j \in \{1, 2\} \\
M_{j2}^2 = ResB_k^2(D(M_{j3}^2)), \ j \in \{1, 2\} \\
M_{j1}^2 = ResB_k^2(D(M_{j2}^2)), \ j \in \{1, 2\}
$$

where $D$ means the Downsampling operation. Then we concatenate adjacent features from each encoder block to align spatial dimensions:

$$
M_k^2 = \text{Cat} (M_{1k}^2, M_{2k}^2), \ k \in \{1, 2, 3\}
$$

where Cat means concatenation operation. For the $k$-th block of decoder $WBL_k^2$, the refine process is as:

$$
R_k^2 = \begin{cases} 
WBL_k^2(R_k^1, U(R_k^2)_{k-1}), M_k^2), \ k \in \{2, 3\} \\
WBL_k^2(R_k^1, M_k^2), k = 1
\end{cases}
$$

where $R_k^1$ means refined features from $WBL_k^1$, $R_{k-1}^2$ means refined features from $WBL_{k-1}^2$, $U$ represents the Upsampling operation, and $R_k^2$ is the enhancement results of these aggregation features.

### 3.2. Wavelet Boost Learning Unit

In this subsection, as shown in Figure 2, we introduce the Wavelet Boost Learning (WBL) unit. We give the detailed
Figure 2. The detailed schematic illustration of Wavelet Boost Learning unit. High-Frequency Subbands (LH, LH, and HH) are enhanced by the same module as LH.

description on the wavelet transform, the enhancement strategy on the high and low subbands, and boost strategy.

**Wavelet Transform:** Wavelet Transforms (WT) have been employed to augment regular deep learning networks in low-level computer vision tasks. Inspired by photo-realistic style transfer [43], [22] leveraged WT to reduce noise amplification for exemplar-based underwater image enhancement. Guo et al. [17] proposed a deep wavelet super-resolution network to recover missing details on frequency subbands. [32] further employed multi-level WT to enlarge receptive field without information loss. Considering the frequency characteristics of hybrid degradations, WT is used in this paper to decompose the features in the frequency domain. Note that we reconstruct the frequency subbands by addition operator and transpose convolution while do not use Inverse Wavelet Transform (IWT). Experiments in ablation studies show our reconstruction process achieves comparable results while reduces the training and inference time. Specifically, The 2D fast WT [34] is used to calculate Haar wavelets. As shown in Figure 3, for the pixels in a $2 \times 2$ patch (denoted as a, b, c, and d), the calculation process of 2D Haar wavelet coefficients are defined as:

$$
A = (a + b + c + d)/4 \\
B = (a - b + c - d)/4 \\
C = (a + b - c - d)/4 \\
D = (a - b - c + d)/4
$$

(4)

A contains low-frequency information. B, C, and D represent the high-frequency in horizontal, vertical, and diagonal orientation. The height and width of the decomposed bands are half of the original image size. Then we enhance high-frequency subbands (HL, LH, and HH) and the low-frequency subband (LL) respectively, as shown in Figure 2.

**High-Frequency Subbands:** The high-frequency signal mainly contains texture and edge information, as shown in Figure 3B, which is mainly degraded by haze, blurriness, and noise. [22] extracts high-frequency information and connects to the decoder to preserve edge-like information. [20] enforces the high-frequency information consistency in adversarial fashion via Markovian Patch-GANs [21]. We employ one residual block (ResB) with Attention Module (AM) to enhance high-frequency subbands. Concretely, AM consists of channel attention (CA) [41] model and spatial attention (SA) [38] model. As the high-frequency information is sparse, we replace the average-pooling with max-pooling to emphasize the important channels. Then the SA makes the network pay more attention to spatial informative features.

**Low-Frequency Subband:** We consider the elimination of the effects of diverse water types (mostly in color and illumination) as an implicit style transfer in low frequency. We propose a novel low-frequency enhancement branch based on normalization and attention mechanisms. Normalization schemes (mean and standard deviation) have widely used in style transfer tasks [40, 19, 26]. Ulyanov et al. [40] firstly proposed instance normalization (IN) to style transfer due to its invariance to the contrast of the content in the spatial space. [19] transferred an image to an arbitrary style via an adaptive instance normalization layer, which aligns the mean and variance of the content features with those of the style features. Li et al. [26] proposed a position normalization (PN) in the channel space roughly capture style and shape information of an image. Recently, [22] regarded underwater enhancement as a photo-realistic style transfer problem. However, they rely on a high-quality underwater image and transfer the image online, which may hinder real-world applications. Inspired by these previous work-
s, we imply the IN and PN to adaptively adjust the learned mean and standard deviation of inputs, both on spatial and channel space. The Attention Module (AM) [41, 38] is applied to emphasize the important information. Concretely, PN and IN mechanisms are in the form of:

$$P_{IN} = \sigma' \left( \frac{LL - \mu}{\sigma} \right) + \mu'$$

where $\mu$ and $\sigma$ are mean and standard deviation of feature statistics. $\mu'$ and $\sigma'$ are affine parameters learned from the data. For each LL subband $(LL)$, we firstly extract the mean $(\mu_C = 1/C \sum_{c=1}^{C} LL_{B,C,H,W})$ and standard deviation $(\sigma_C = \sqrt{\frac{1}{C} \sum_{c=1}^{C} (LL_{B,C,H,W} - \mu_C)^2})$ across channels. Then the normalized $LL$ are fed to the ResIN block, which consists of Conv, IN, active function, and residual connection. IN discards the extracted spatial statistics (i.e., $\mu_{HW}$ and $\sigma_{HW}$). As Equation (5), the learned $\mu'_{HW}$ and $\sigma'_{HW}$ eliminate the influence of diverse water types across spatial space by affine transformation. Then AM further discriminates the importance of features. Finally, the channel-wise information of the features are adjusted by $\mu_C$ and $\sigma_C$, which are learned by vanilla convolutions.

**Boost Strategy:** To further enhance the enriched information, inspired by Strength-operate-Support (SOS) boosting strategy [39, 12], we propose a simple boosting strategy. For WBL unit in the $k$-th block at the $i$-th stage, the boost strategy is defined as:

$$R_{jk} = WL \left[ C_{1 \times 1} \left( \varphi \left( \text{Cat} \left( R_{jk-1}^{i-1}, R_{jk}^{i-1(k+1)}, M^{i}_{jk} \right) \right) \right) \right] - R_{jk}^{i-1}$$

where $k=3$, Equation (6) does not have $R_{jk}^{i-1}$. Cat, WL, and $\varphi$ mean the concatenation operation, wavelet learning module, and activate function, respectively. The channels of concatenated features are reduced to the original number by $1 \times 1$ convolution. We concatenate the features and emphasize the informative features via active function, while do not simply use the addition operator like [12]. The ablation studies show that our method improves 0.3 PSNR compared to [12].

### 3.3. Hybrid Loss Functions

Our hybrid loss functions are defined as the summation of the overall outputs:

$$L = \sum_{k=1}^{3} \alpha_k l^k$$  \hspace{1cm} (7)

where $l^k$ is the loss of the $k$-th output of the stage. $\alpha_k$ denotes the weight of each loss. In this experiment, we define $\alpha_k$ as 1 without fine-tuning. $l^k$ consists of three loss functions as:

$$l^k = l_{\text{pix}}^k + \alpha l_{\text{edge}}^k + \beta l_{\text{per}}$$  \hspace{1cm} (8)

where $l_{\text{pix}}^k$, $l_{\text{edge}}^k$, and $l_{\text{per}}$ denote pixel loss [10], edge loss, and perceptual loss [24], respectively. Especially, pixel loss helps the network generate the enhanced image close to the ground truth in the pixel level. The pixel loss is defined as:

$$l_{\text{pix}} = \sqrt{\| \Delta R - \Delta G \|^2 + \varepsilon^2}$$  \hspace{1cm} (9)

where $\Delta$ denotes the laplacian operator. In addition, $l_{\text{per}}$ is the perceptual loss given by:

$$l_{\text{per}} = \| \phi (R) - \phi (G) \|_2$$  \hspace{1cm} (11)

where $\phi$ denote $\text{relu1}_2$, $\text{relu2}_2$, and $\text{relu3}_3$ layers of the VGG-16 network pre-trained on the ImageNet. In this paper, we set $\alpha$ and $\beta$ as 0.05 and 0.01.

### 4. Experiments

In this section, we first introduce the experiment settings, then compare our method with other state-of-the-art methods qualitatively and quantitatively. The ablation studies are conducted to validate the effectiveness of each module of our network.

#### 4.1. Experiment Settings

To train our network, we adopt the same training set as [29, 28, 27], which is composed of 800 pairs of underwater images from [29] and 1250 synthetic pairs (consisting of...
Figure 4. Quantitative Comparisons on typical underwater images. The Row 1 is a synthesized image. Row 2, 3, 4, and 5 are real-world images. The values of PSNR/SSIM or UIQM are marked below for reference.

10 water types) from [28]. We deploy the PyTorch framework with a single NVIDIA 1080Ti GPU. During the training phase, the initial learning rate is set as $10^{-4}$ and it is decayed by a cosine learning rate scheduler. Adam [25] with default settings are set as our optimizer. The network is trained for 60K iterations with a batch size of 16. The inference time of one 256x256 image is 0.022 s and the network is with 6.3M parameters.

4.2. Comparisons to SOTAs

We compare our method with 8 state-of-the-art (SOTA) methods, including one physical model-free method (Acuti et al. [6]), two physical model-based methods (Peng et al. [37] and Berman et al. [9]), two GAN-based methods (AIO-GAN [33] and FUnIE-GAN [20]), three CNN-based methods (WaterNet [29], UWCNN [28], and Ucolor [27]).

Qualitative Comparison: We consider two full-reference image quality assessment (IQA) metrics including PSNR and SSIM [42]. To evaluate the real-world images, no-reference underwater IQA metrics, UIQM [35], are utilized to conduct a comprehensive evaluation. For all the three metrics, the higher score means better image quality. 1000 synthesized images in 10 water types (T-1000) [28], 90 natural underwater images with professional-generated reference images (T-90) [29], 60 real-world images without reference images (T-60), and 16 representative images presented on the project page of SQUID [9] are used as our test datasets. As we can see from Table 1, PRWNet achieves the best scores between synthesized and real-world images in different water types. Meanwhile, our network only uses 6.3M parameters compared with 38.8M of the second-best method, which owes to the efficient progressive refinement strategy. As for real-world datasets, our methods also achieve competitive results. Interestingly, the results of the no-reference IQA metric UIQM are not consistent with the full-reference IQA metrics. The results of AIO-GAN in Figure 4 show examples of the inconsistency. It may be because the UIQM metric is somewhat heuristic and has limited applicability [9, 29, 27].

Quantitative Comparison: To visualize the enhancement results of our method, we conduct visual comparisons on five images from the T-1000, T-90, T-60, and SQUID. From Row 1, our method can restore the bright red color of the desk. As for different water types, our method can accurately discriminate and faithfully enhance the images. The edges and textures in Row 3, 4 are appropriately enhanced while the physical model-based (i.e., Peng et al. [37] and Berman et al. [9]) and GAN-based methods (i.e., AIO-GAN [33] and FUnIE-GAN [20]) tend to over-enhance the details. Our method can also achieve visually pleasant re-
Table 3. Ablation studies

<table>
<thead>
<tr>
<th></th>
<th>Network Architecture</th>
<th>Wavelet Learning</th>
<th>Boost Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Plain [44] w/ CSC</td>
<td>w/ OC</td>
<td>w/o BS</td>
</tr>
<tr>
<td></td>
<td>w/ DS</td>
<td>w/o AM</td>
<td>w/ addition</td>
</tr>
<tr>
<td></td>
<td>w/o WL</td>
<td>w/o IN</td>
<td>w/o PN</td>
</tr>
<tr>
<td></td>
<td>w/ IWT</td>
<td></td>
<td>23.86</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>24.02</td>
</tr>
<tr>
<td>PSNR</td>
<td>20.59</td>
<td>21.32</td>
<td>24.12</td>
</tr>
<tr>
<td>SSIM</td>
<td>0.78</td>
<td>0.81</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>0.80</td>
<td>0.86</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>23.73</td>
<td>24.39</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>2.86</td>
<td>2.02</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>2.37</td>
<td></td>
<td>0.90</td>
</tr>
</tbody>
</table>

Figure 5. Visual examples of normalization mechanisms. A is the original input. B is the result of the network without PN. C is the result of the network without IN. D is the result of our network.

4.3. Ablation Studies and Analysis

In Table 3, we analyze the contributions of each module in our network based on the T-1000 dataset. We divide the ablation studies into three parts: Network Architecture, Wavelet Learning (WL), and Boost Strategy (BS). We adopt the same training settings as mentioned.

Network Architecture: Apart from the plain network architecture from [44], we add Cross-Stage Connections (w/ CSC) between adjacent stages. We also deploy the longskip residual connection to conduct Deep Supervision (w/ DS) at each stage. CSC improves the performances a lot because the enhanced information is progressively refined across the stages. DS also improves the performances of plain [44]. These results validate the effectiveness of our new architecture.

Wavelet Learning (WL): To validate the effectiveness of the Wavelet Learning (WL) strategy, we firstly replace the WL with ResBlock (w/o WL). We also deploy Octave Convolution (OC) operation [11] (w/ OC) to disentangle features into high and low-frequency subbands, validating the superiority of the Haar wavelet decomposition. Then we further study enhancement methods in frequency subbands. We ablate the Attention Mechanism (AM) (w/o AM), Instance Normalization (IN) (w/o IN), and Position Normalization (PN) (w/o PN), respectively. Besides, Inverse Wavelet Transform (w/ IWT) is employed to reconstruct the different subbands. Table 3 shows that each component of WL improves the performances of PRWNet. We can observe that WL improves the network by almost 3 PSNR in total. Normalization and attention mechanisms play an important role in WL. As Haar wavelet extract contextual high-frequency features from three orientations (i.e., HL, LH, and HH), the performances of (w/ OC) are slightly worse than ours. As shown in Figure 5, Normalization schemes help to adaptively eliminate the influence of diverse water types via learned mean and standard deviation parameters. Besides, reconstruction subbands by IWT does not significantly boost the performance while increases the computational burden (i.e., the training time increases almost 50% and the inference time increases to 0.038 s).

Boost Strategy (BS): We ablate the BS (w/o BS) and also adopt the strategy as [12] (w/addition). The ablation studies show that the BS is effective and the BS outperforms [12] (w/addition) both in PSNR and SSIM. These two experiments validate the effectiveness of the proposed BS.

5. Conclusions

In this paper, we propose a novel network named PRWNet to enhance underwater images. The main contributions are that we not only explore the spatial-varying information but also disentangle the degradations and enhance them separately in the frequency domain. Concretely, we propose the novel multi-stage network to progressively refine the hybrid degradations. To eliminate the effect of diverse water types and enhance the detail simultaneously, we decompose the features via wavelet transform. Then we imply normalization and attention mechanisms to enhance them separately. Comprehensive experiments show the PRWNet achieves the SOTA results. The network is efficient (6.3 M parameters and 40 fps) and has the potential for real-world tasks.
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