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1. Experimental Details

Table 1]and [Table 2| present the hyperparameters used in
our experiments. The hyperparameter o, is set to 0.01 in

all experiments.

Dataset € T ";—fl
CelebA [2] | 3.3e—6 5 0.982
LSUN [3]] 1.8e—6 3 0.991
FFHQ D] | 1.8¢—6 3 0.99

Table 1. Hyperparameters for our denoising experiments. The last

column is the geometric progression rate for {Ji}f:t)l.

Dataset € T L+K o_k ”Ttl
CelebA [2]] | 3.3e—6 5 500 90 0.982
LSUN [3] 1.8¢—-6 3 1086 190 0.991
FFHQ [[1]] 1.8e—6 5 2311 348  0.995

Table 2. Hyperparameters for our inpainting experiments.

2. Perceptual Quality Evaluation

We evaluate the perceptual quality of the results using
LPIPS [4] (version 0.1), a distance metric shown to per-
form better as a perceptual metric than PSNR or SSIM. We
evaluated 64 sets of images, each set containing an original
CelebA image, a denoised one using an MMSE denoiser,
and our algorithm’s output, utilizing the same MMSE de-
noiser. Our model performs significantly better than the
MMSE denoiser, achieving around 16% lower (and thus,
better) LPIPS perceptual distance from the original image,
as can be seen in

Dataset 0o Ours MMSE | Improvement
0.203 | 0.027  0.032 15.6%
CelebA [2] | 0.406 | 0.049  0.059 16.9%
0.607 | 0.067  0.081 17.3%

Table 3. Average LPIPS distance using 64 CelebA images. The
last column shows the percentage of improvement that our algo-
rithms presents.

3. Inpainting Approximate Derivation

The following approximation is used in the derivation of
Equation 12, referring to the inpainting algorithm:

Vzm logp (i‘R|53M) = V;u logp (£R|yM) ~0. (1)

We support this approximation by making the following ob-
servation:

~R ~M
R~ p{x ", T
vil\i 1ng (JJR|J’M) = V;;cM log (p(j‘M))
= Vi logp (&) — Vzur logp (2M) 2

= (Vzlogp (i))M — VM logp (:%M)

= E[z[#]" - E [¢M]zM] = E [¢M|7] - E [zM|zM].
The second to last equality holds due to Equation 8 in the
paper. We obtained a difference between two estimators of
2™ both of which depend on information from a noisy ver-
sion of it, #, but the second one contains additional infor-
mation about #%. While this information may change the
estimation, we assume its impact to be negligible, resulting
in this difference to be approximately zero, thus obtaining
Equation |

4. Additional Results

In the following, we present additional qualitative results
not shown in the paper. They are best viewed digitally, and
zoomed in. Standard deviations, p-values, and correlation
coefficients were rounded to 2 decimal places.

Figures present additional material referring to our
denoising scheme. presents both MMSE and our
denoising results for several noise levels, demonstrating the
tendency of our method to produce far sharper images. Fig-
ures [2}{20] show further denoising results for images taken
from FFHQ and LSUN with varying noise levels, this time
emphasizing the possible diversity of the outcomes of our
stochastic denoiser, and their validity as denoising results.

Figures 21}{24] introduce additional material referring to
our inpainting scheme. Figures [21}j23] showcase additional



Figure 1. From top to bottom: original CelebA image, noisy ver-
sions (o9 from left to right: 0.203, 0.406, 0.607), MMSE denoiser
outputs, and instances of our denoising algorithm’s output.

inpainting results, highlighting the sharpness of the results
and the posterior distribution score function’s ability to
synthesize features consistent with the surroundings of the
missing pixels. shows intermediate results ob-
tained along our inpainting algorithm for different images,
gradually converging towards the final resulting images.
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Figure 2. From top to bottom: original FFHQ images, noisy versions with 09 = 0.2, MMSE denoiser outputs, and two instances of our
denoising algorithm’s output.

Figure 3. The absolute value of the difference (scaled by 4) between two instances of our denoising algorithm’s output on FFHQ images
with og = 0.2.
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Figure 4. Residual histograms, standard deviations, normality p-values, and the Pearson’s correlation coefficients (in the direction with the
maximum absolute value) for our denoising algorithm’s output on FFHQ images with oo = 0.2.
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Figure 6. The absolute value of the difference (scaled by 4) between two instances of our denoising algorithm’s output on FFHQ images

with 0g = 0.4.
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Figure 5. From top to bottom: original FFHQ images, noisy versions with 09 = 0.4, MMSE denoiser outputs, and two instances of our
denoising algorithm’s output.

5td=0.40, p-val=0.14, p=0.00

5td=0.40, p-val=0.85, p=0.00

5td=0.40, p-val=0.54, p=0.00
7000 7000 7000
7000 7000
5000 6000 6000 6000
000 G000
5000 5000
5000 sa00 . 000
4000 «
4000 000 000 w00 1000
3000 000 000 000 3000 3000
2000 2000 2000 2000 2000 2000
1000 1000 1000 1000 1000 1000
o o o o 3 °
Y 3 1 Ry Y 1) 1 = B o 1 Y o 1 = B 3 1 R ° i H 2 R ° 1
5td=0.40, p-val=0.52, p=-0.01 Std=0.40, p-val=0.05, p=0.00 Std=0.40, p-val=0.70, p=0.00 5td=0.40, p-val=0.41, p=0.00 5td=0.40, p-val=0.53, p=0.00 5t0=0.40, p-val=023, p=0.00 5td=0.40, p-val=0.80, p=0.00 5td=0.40, pval=0.67, p=0.00
7000
7000 7000 7000 000 00
6000
5000 6000 5000 6000 so000
000 5000 5000 5000 s000 5000
000 000 000 000 4000 000
2000 3000 000 3000 000 3000
2000 2000 2000 2000 2000 2000
1000 1000 1000 1000 1000 1000
o o o o 3 °
ny o 1 2 i o 1 B o 1 B 3 1 by y ) 1 = R o 1 2 4 o 1

Figure 7. Residual histograms, standard deviations, normality p-values, and the Pearson’s correlation coefficients (in the direction with the
maximum absolute value) for our denoising algorithm’s output on FFHQ images with oo = 0.4.
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Figure 8. From top to bottom: original FFHQ images, noisy versions with oo = 0.602, MMSE denoiser outputs, and two instances of our
denoising algorithm’s output.

Figure 9. The absolute value of the difference (scaled by 4) between two instances of our denoising algorithm’s output on FFHQ images
with oo = 0.602.
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Figure 10. Residual histograms, standard deviations, normality p-values, and the Pearson’s correlation coefficients (in the direction with
the maximum absolute value) for our denoising algorithm’s output on FFHQ images with o9 = 0.602.



Figure 11. From top to bottom: original LSUN-tower images, noisy versions with oo = 0.198, MMSE denoiser outputs, and two instances
of our denoising algorithm’s output.

Figure 12. The absolute value of the difference (scaled by 4) between two instances of our denoising algorithm’s output on LSUN-tower
images with o9 = 0.198.
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Figure 13. Residual histograms, standard deviations, normality p-values, and the Pearson’s correlation coefficients (in the direction with
the maximum absolute value) for our denoising algorithm’s output on LSUN-tower images with oo = 0.198.



of our denoising algorithm’s output.

Figure 15. The absolute value of the difference (scaled by 4) between two instances of our denoising algorithm’s output on LSUN-tower
images with oo = 0.403.
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Figure 16. Residual histograms, standard deviations, normality p-values, and the Pearson’s correlation coefficients (in the direction with
the maximum absolute value) for our denoising algorithm’s output on LSUN-tower images with oo = 0.403.



Figure 17. From top to bottom: original LSUN-tower images, noisy versions with oo = 0.606, MMSE denoiser outputs, and two instances
of our denoising algorithm’s output.
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Figure 18. The absolute value of the difference (scaled by 4) between two instances of our denoising algorithm’s output on LSUN-tower
images with oo = 0.606.
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Figure 19. Residual histograms, standard deviations, normality p-values, and the Pearson’s correlation coefficients (in the direction with
the maximum absolute value) for our denoising algorithm’s output on LSUN-tower images with oo = 0.606.
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Figure 20. From top to bottom: original FFHQ images, the observations with text overlay and additive noise (o9 = 0.2), and two instances
of our inpainting algorithm’s output.

Figure 21. From top to bottom: original LSUN-tower images, the observations with text overlay and additive noise (oo = 0.198), and two
instances of our inpainting algorithm’s output.



Figure 22. From top to bottom: original LSUN-bedroom images, the observations with text overlay and additive noise (o9 = 0.198), and
two instances of our inpainting algorithm’s output.

Figure 23. From top to bottom: original CelebA images, the observations with a missing eye and additive noise (oo = 0.1), and outputs of
our inpainting algorithm.



Figure 24. Intermediate results of our inpainting algorithm on CelebA images with a missing eye and additive noise of oo = 0.1.



