
Appendix

Table 1. Evaluation of different language-only Transformer mod-
els on the VQA-CP v2 test set.

Model Yes/No Number Other Overall
BERT base 42.66 16.19 45.66 40.29
BERT large 42.72 17.43 48.47 42.06
XLNET base 43.49 17.61 48.45 42.30
XLNET large 44.58 20.67 50.52 44.23
RoBERTa base 44.39 17.46 48.74 42.70
RoBERTa large 45.13 20.06 49.33 43.64

1. Language Transformers

We compare the performance of prevailing language-
only Transformer models: BERT [1], XLNET [6], and
RoBERTa [4], both in their base and large versions. All
the models are exposed to the same input, consisting of the
question, the narrative, and the five captions.

Results are shown in Table 1. All the models present a
similar behavior. XLNET large has the best performance,
and its accuracy is higher 0.59% compared to RoBERTa
large. However, while the improvement is minor, the
computational time of XLNET large is about 2.7 times
that RoBERTa. Considering this, it is reasonable to use
RoBERTa large to save the training time while obtaining
relatively similar results.

2. Qualitative Analysis

We show some qualitative examples in Figure 1. We
compare our model’s predictions with the predictions of
BAN [2] and VisualBERT [3]. Example (1) asks what the
man is doing with his hand. The image description contains
the expression of what the man is doing (“A man pointing to
pots...”), result in our language-only model answering cor-
rectly. On the other hand, BAN and VisualBERT fail to
make the correct prediction, which they answer “cooking”
nevertheless the man is not cooking. The object detector can
detect the cooking tools, so the models may cause this mis-
take guess from the utensils, not from the man’s move. In
example (2), the image description also describes the criti-
cal information to answer the question (“Six snowboards”),
while the object detector cannot detect all objects. On the
contrary, examples (3) and (4) show the limitations of our

language-only model. Example (3) requires reading the let-
ters on the side of the plane. The image description con-
tains the necessary word (“AirFrance”) to answer the ques-
tion but fails to make a correct prediction. This result poses
the lack of language-only Transformer models’ ability to
understand the contents and relations between the question
and description. Additionally, example (4) shows the im-
portance of the image descriptions’ quality. Our model fails
to correctly answer because there is no information to an-
swer the question. From these observations, utilizing well-
described text as image representation has the advantage
against the deep visual features when answering the ques-
tions that deep visual features do not work well. On the
other hand, we identify the limitation of our language-only
model for understanding the text input.
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In this image I see a man who is 
wearing grey t-shirt and I see 
few pans, boards and number of 
utensils … . A man pointing to 
pots hanging from a pegboard 
on a gray wall.

Q:What is the hand doing?

BAN: cooking
VisualBERT: cooking

Ours: pointing

This image consists of 
skiboards, hanged to a stands. 
At the bottom, there is snow. … 
Six snowboards are propped in 
the snow on a rail. Snowboards 
sticking in the snow by a rack. 

Q: How many ski boards are in the picture?

BAN: 4
VisualBERT: 4

Ours: 6

Here in this picture we can see 
white colored airplane flying in 
sky and we can see clouds 
present all over there… A big 
plane with AirFrance on the 
side of it. 

Q: What is the last letter over the plane?

BAN: c
VisualBERT: l

Ours: c

In this image I can see a food 
item on the plate with a knife, 
also there is a cup with spoon 
and sachets on the saucer, …
A close up of a slice of cake on 
a plate.

Q: What color plate is this?

BAN: white
VisualBERT: white

Ours: blue
(1) (2) (3) (4)

Figure 1. Qualitative Comparison. The red boxes in the images denote the result of detection by Faster R-CNN [5]. Only bounding boxes
with a confidence score greater than 0.5 are shown. The shown descriptions are extraction of the actual descriptions. The red highlighted
words are the relevant words to the answers.


