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Abstract
In recent years graph neural network (GNN)-based approaches have become a popular strategy for processing point cloud data, regularly achieving state-of-the-art performance on a variety of tasks. To date, the research community has primarily focused on improving model expressiveness, with secondary thought given to how to design models that can run efficiently on resource constrained mobile devices including smartphones or mixed reality headsets. In this work we make a step towards improving the efficiency of these models by making the observation that these GNN models are heavily limited by the representational power of their first, feature extracting, layer. We find that it is possible to radically simplify these models so long as the feature extraction layer is retained with minimal degradation to model performance; further, we discover that it is possible to improve performance overall on ModelNet40 and S3DIS by improving the design of the feature extractor. Our approach reduces memory consumption by 20× and latency by up to 9.9× for graph layers in models such as DGCNN; overall, we achieve speed-ups of up to 4.5× and peak memory reductions of 72.5%.

1. Introduction
3D scanning technology is rapidly becoming ubiquitous as the underlying sensors become smaller, cheaper, and more efficient [2]. These sensors can produce point clouds, which are unordered sets of points in 3D space. This is in contrast to other common modalities, such as images, where we have a regular grid structure. Handling this unstructured representation of data is difficult, and a variety of approaches have been proposed. Early approaches in the literature include projecting the points onto planes, and applying convolutional neural networks (CNNs) [26], or voxelizing the point cloud and applying 3D convolutions [23].

In recent years, however, a dominant approach has been to construct graphs from the point cloud, and apply graph neural networks (GNNs) [21, 33]. These approaches continue to achieve high performance on tasks including object classification, part segmentation, and semantic segmentation, with many recent works investigating variations in layer design to improve model accuracy [38, 40].

Given the rising popularity of 3D scanning sensors in mobile devices such as smartphones [1] or mixed reality headsets [24], it is natural to investigate how to design resource-efficient models that can run on-device. Unlike some other fields of computer vision, there has been relatively little research into how to design more efficient models, with the majority of works exclusively focusing on how to increase model accuracy, with secondary thought given to considerations such as memory consumption or latency. This motivates our work: we seek to understand where it is possible to apply simplifications to point cloud architectures. With a greater understanding of which design choices affect the accuracy of the models, we aim to radically simplify popular existing model architectures, as a first step towards enabling on-device models for point cloud data.

A key challenge with GNNs is their resource demands. Many state-of-the-art GNNs [32, 7], including point-cloud specific models [33, 21] require memory and OPs proportional to the number of edges in the graph (O(E)), as they use complicated anisotropic mechanisms to create the messages that nodes send to each other. In contrast, many simpler GNN architectures [15, 37] can be implemented using memory and OPs proportional to the number of vertices (O(V)), and it was recently shown by Tailor et al. [29] that O(V) GNN architectures could surpass state-of-the-art models on a variety of tasks. Given that the number of edges is typically 20-40× larger than the number of vertices for graphs in point cloud models, this represents a significant opportunity for optimization: the MLP layers constitute most of the latency [5]. This can be seen in Figure 1. Unfortunately, however, naively applying standard GNN layers to point cloud data yields poor results as they fail to incorporate geometric priors. In this work, we investigate
which components are most critical to point cloud model performance so that we can incorporate optimizations already known in the wider GNN community.

Succinctly, we hypothesise that the most critical layer to model performance is the very first one acting on the raw point cloud data. We find support for our hypothesis by evaluating it on two datasets, ModelNet40 and S3DIS, with two models, PointNet++ [21] and DGCNN [33]. Although this hypothesis is relatively simple, it has two useful implications: firstly, if we aim to increase accuracy, it is worth investing more resources into this feature extracting block, and specialising it for the input data. Secondly, it is possible to simplify the rest of the layers in the model, with little impact on accuracy, but offering large improvements in efficiency. Together, these observations provide a strong step towards designing more efficient GNN-based models for point cloud data.

In summary, our work makes the following contributions:

1. We provide extensive ablation studies on two of the most popular GNN-based architectures to point cloud processing, PointNet++ and DGCNN. Our experiments demonstrate the validity of our hypothesis regarding the importance of the feature extraction layer.

2. We demonstrate how to improve the feature extraction layer by incorporating stronger geometric priors. Our approach enables DGCNN to achieve close to state-of-the-art results on ModelNet40, and yields improvements of more than 2 mIoU on S3DIS.

3. We illustrate that our approach reduces memory consumption by up to 72.5% in practice. We achieve speed-ups of up to 4.2× on CPU, and 2.5× on GPU.

2. Related Work

2.1. Architectures for Point Clouds

Multiple approaches have been proposed for processing point cloud data using neural networks; this section describes the most popular approaches.

Mapping 3D Points to 2D Images Multi-view CNN [26] approaches involve projecting the point cloud onto 2D planes, and feeding the resulting depth images into a CNN model. In recent years, these approaches have fallen out of favour, however a recent work has shown that they still offer a strong baseline for point cloud classification [10]. Despite this, there are significant weaknesses associated with these methods: they struggle with non-uniform or low point density, and occlusions.

3D Convolutions Another approach is to discretize the 3D space into voxels, and apply 3D convolutions [23, 19, 4, 12]. The primary weakness with this approach is the inevitable information loss when voxelizing the point cloud; this can be mitigated by using a finer discretization, but this results in greater memory and computational costs.

Point Convolutions PointCNN [16] proposed learning transformations that enable the convolution to be done in a different, regular, space; however, this approach does not retain permutation-invariance, which restricts representational power. Other approaches [39, 34] define continuous kernels; implementation requires explicit prediction of the kernel weights, resulting in high computational cost. KP-Conv [30] proposes to simplify these approaches by restricting the convolution to be defined by a set of anchor points, reducing the computational complexity and improving accuracy.

Graph Neural Networks PointNet [20] proposed directly operating on the input points using shared MLPs, and using global pooling operations to share information across the point cloud. This approach is highly efficient, but does not allow for local information to be aggregated, restricting the expressiveness of the architecture. Follow-up works, such as PointNet++ [21] and DGCNN [33] built upon PointNet by explicitly constructing graphs upon which local aggregation is performed, thereby boosting accuracy at the cost of significant increases to memory consumption and runtime. These models can be interpreted using the message passing paradigm that is commonly used for describing graph neural networks (GNNs) [9]. In this paradigm, a source node sends a message along a directed edge to a target node; each node aggregates the messages it has re-
ceived using a permutation-invariant function, such as max or mean, and uses the aggregated result to update its representation. For PointNet++ and DGCNN we have the following rules for updating node representations:

\[
x_{i}^{l+1} = \max_{j \in \mathcal{N}(i)} \text{MLP}(x_{j}^{l} \parallel p_{j} - p_{i}) \quad \text{(PointNet++)}
\]

\[
x_{i}^{l+1} = \max_{j \in \mathcal{N}(i)} \text{MLP}(x_{j}^{l} \parallel x_{j}^{l} - x_{i}^{l}) \quad \text{(DGCNN)}
\]

where \(x_{i}^{l}\) is the representation of point \(i\) at layer \(l\), \(p_{i}\) represents the 3D position of point \(i\), and \(\mathcal{N}(i)\) is the set of neighbors of point \(i\) in the constructed graph, which is found using kNN for DGCNN and radius queries for PointNet++. In the first layer, DGCNN represents \(x_{i}\) as the point features (if any) concatenated with the point position.

In this work we focus on PointNet++ and DGCNN, which are among the most popular architectures, and remain strong baselines in many cases [10]. However, the approaches and observations described in this work are agnostic to architecture, and are transferable to more recent approaches achieving state-of-the-art performance [38, 40]. It is worth noting that our conclusions will also be useful to point convolution approaches, which also operate on graphs and can be cast as a sub-group of the GNN approaches.

### 2.2. Optimizing Graph Neural Networks

There is relatively little work on optimizing GNN inference. Quantization [27] is one approach to reduce latency and memory consumption by reducing the bitwidth of the weights and activations. In practice this is not straightforward for GNNs, with specialist training procedures being required [28]. Another avenue of research is architecture design: Zhao et al. [41] studied how to arrange GNN layers to maximise accuracy given certain constraints. Tailor et al. [29] explicitly studied efficient architecture design for GNNs, and proposed an architecture that could achieve state-of-the-art performance while using memory and OPs proportional to the number of vertices in the graph—not the number of edges as is common for many GNN architectures [35], including PointNet++ and DGCNN.

**Point Cloud Model Optimization** Li et al. [17] demonstrated that it is possible to significantly reduce the OPs used by DGCNN by decomposing the MLP operation into two separate MLPs: \(\text{MLP}_{1}(x_{i}^{l}) - \text{MLP}_{2}(x_{j}^{l})\). This observation is effective at reducing OPs, but does not reduce memory consumption at inference time, and this work did not investigate how this approach generalized to other architectures. Another recent work has investigated accelerating the grouping operations these architectures use to construct the graph: KeOps [5] achieves a 10-100× speed-up in practice for these operations. In practice, the latency bottleneck in these models is now the MLP layers and aggregation operations [5], which are the focus of this work. Accelerating the MLP layers and aggregations is possible with quantization, which has been studied for point cloud networks by [22]. PosPool [18] demonstrated that it is possible to replace the sophisticated aggregation methods proposed by many point cloud works with a simpler method; however, to achieve this, they relied upon a deep residual network, which has significantly higher latency due to the number of aggregation steps. Finally, RandLa-Net [14] demonstrated that by encoding individual points in the point cloud with details of their neighborhood, it was possible to use a random downsampling, rather than the slower (but more uniform) farthest point sampling technique, to achieve high accuracy when segmenting large point clouds.

### 3. Why Are Point Cloud GNNs Intolerant of Optimizations?

Although works such as EGC [29] have shown great promise at optimizing GNNs for non-point cloud tasks, our early experiments indicated that they do not achieve strong performance on point cloud tasks. Indeed, we have observed a proliferation of architectures designed for point clouds exclusively, a trend that has not occurred to nearly the same extent for other data modalities GNNs have been applied to. We ask: why do we need point cloud-specific architectures?

#### 3.1. Our Hypothesis: Information Bottleneck at the First Layer

We hypothesise that point cloud architectures are severely bottlenecked by the information extracted at the first layer, where the primary input is the point positions. Following this hypothesis, we believe that the reason point cloud-specific architectures achieve better results is because they incorporate geometric priors into this first layer. Critically, we argue that these geometric priors lose relevance deeper into the network when reasoning about the representations geometrically is less well defined—and are arguably even harmful given their lack of success on other data modalities, and potential to induce overfitting. There are two important corollaries of this hypothesis:

1. To improve accuracy it is best to spend resources improving the feature extracting first layer.
2. After the first layer, it is possible to radically simplify the architecture to reduce latency and memory consumption.

#### 3.2. Experimental Verification

We now provide experimental evidence supporting our hypothesis by evaluating DGCNN and PointNet++ on Mod-
The reader should also note that both these simplified operators significantly reduce the memory consumption and OP count. These simplified operators can be implemented using $O(V)$ memory and OPs, and the propagation step can be implemented using matrix multiplication-style algorithms, which are more practical to accelerate [29]. In contrast, the baseline operators use $O(E)$ memory and OPs. Therefore, if our hypothesis holds, we can achieve savings of approximately 20-40x in both quantities compared to the baselines in the graph layers.

We present experiments on ModelNet40 and S3DIS Area 5 in Table 1. We focus on ablating the contribution of the baseline geometrically-inspired update rules, by evaluating their contribution at the first layer, and beyond the first layer. Our experiments clearly demonstrate that using a simplified block after the first layer does not significantly reduce accuracy, and in some cases, actually improves it. In contrast, when a simplified block is used as the first layer, there is a noticeable drop in accuracy. It is also not the case that a sophisticated backbone can recover the information lost in the first layer: we observe only changing the first layer still results in a noticeable accuracy drop. This trend is especially clear for DGCNN; unlike PointNet++, there is no additional geometric information injected at later layers of the model, in the form of point positions, hence we expect that it is more reliant on the feature extractor. We expect the performance of the simplified architectures—although superior to the baselines in many cases—can be improved further with better hyperparameters, which have been tuned for the baselines exclusively.

These results support our hypothesis, and motivate the rest of this work with a natural follow-up question: can we improve the feature extractor to improve accuracy, while retaining low overall resource usage?

### 4. Designing Accurate and Efficient Feature Extractors

In this section we investigate how to construct better feature extractors from our point cloud, and show that incorporating basic geometric information into the first feature extracting layer, and retaining a simplified backbone, can enable us to improve model accuracy. We use DGCNN as a motivating case study, however our experiments can equally be applied to other backbones; we find that our modifications enable us to obtain close to state-of-the-art performance on ModelNet40\(^1\), and increases of more than 2 mIoU on S3DIS relative to an unmodified DGCNN model. This confirms corollary (1) from our hypothesis described in section 3.1, where we stated that improving feature extractors can enable us to achieve better accuracy overall.

### 4.1. Finding Useful Geometric Features

It is well known that adding information such as normal vectors or classical point cloud feature histograms to the input point cloud will boost accuracy; we are making a

---

\(^1\)The reader should note that our experiments are run using non-uniform point densities, making our task more difficult than most results in the literature.
related observation that simply incorporating stronger geometric priors into the first, feature-extracting, layer of the architecture can serve as a cheap and effective way to boost accuracy [20, 25]. These geometric priors do not need to be repeated throughout the model, affording us the use of efficient graph layers elsewhere.

To investigate the contribution of different geometric priors at the first layer, we consider the use of a new update rule consisting of 4 features applied to ModelNet40. The geometric features we identify are: (1) Source position $p_j$; (2) Target position $p_i$; (3) Relative position $p_j - p_i$, and (4) Euclidean distance $\text{dist}(p_j, p_i)$. We form messages from the source to the target node by concatenating the chosen features together and applying an MLP; the reader should note that this update rule simply extends the default DGCNN update rule at the first layer with additional features. All layers other than the first use the simplified DGCNN layers described in the previous section.

The results of our ablation study on the proposed feature extractor are shown in Table 2. We observe in the top row that including all 4 features yields an increase in overall accuracy; however, removing either source or target positions from the update rule can boost accuracy further. In contrast, removing relative positional information or distance information noticeably reduces the accuracy. We believe that the increase in accuracy due to removing source or target position is due to reduced overfitting; the reader should note that providing all three positional components is redundant, as the third component can be directly computed from the other two provided. However, given that the removal of relative positional information noticeably impacts accuracy, we believe that faithful reconstruction of relative position from source and target positions cannot be relied upon without careful or lucky weight initialization. As the relative position is more critical to model performance than either the raw source or target positions, it is better to explicitly compute it before feeding into the model. Similarly, distance cannot be computed without multiple layers (as it is a non-linear transform), increasing the required OPs and memory, and making training more difficult [18].

### Improving Performance on S3DIS

With our improved understanding of how to handle positional data, we proceed to demonstrate that these gains translate to the more difficult S3DIS dataset. Unlike ModelNet40, where the input data consists exclusively of raw point positions, S3DIS introduces RGB color information for each point. Building upon our conclusions in the previous section, we propose the following rule for a feature extractor on S3DIS:

$$x_j^{l+1} = \max_{\mathcal{X}(l)} \text{MLP}(x_j, ||x_j - x_i||, ||p_j - p_i||, ||p_j - \text{dist}(p_j, p_i)||).$$  \hspace{1cm} (1)

In the GNN literature it is well known that incorporating multiple aggregators can boost performance [7]. To assess whether this observation also applies to point cloud data, we also evaluate replacing the max aggregator with combinations of multiple aggregators using the approach proposed by [7]; although the max aggregator provides strong performance when operating on geometric data, it may be sub-optimal when applied to color information. We investigate adding additional min and mean aggregators to assess whether they aid feature extraction.

The results obtained on S3DIS Area 5 are presented in Table 3. Our proposed feature extractor improves performance over the baseline DGCNN model by 2 mIoU, with similar computational overhead. We observe that adding the min aggregator does improve the architecture’s ability to discriminate local geometry, however the increased representational power leads to overfitting rather than generalization; in contrast, we find that the addition of the mean aggregator offers negligible benefit to accuracy overall.

### Summary

We have demonstrated the value of designing specialized feature extractors when working with point cloud data. Despite using simplified backbones, we have shown that the addition of these feature extractors can noticeably boost accuracy beyond the baseline architecture.

---

**Table 2.** Results of ablation study on feature extractor on ModelNet40. We assess removing each individual component of the feature extractor to assess their contribution to end performance. The bottom row is DGCNN’s standard block, which can be interpreted as implementing a subset of the operations included in our feature extractor. We observe that adding features such as distance can noticeably increase accuracy to close to state-of-the-art.

<table>
<thead>
<tr>
<th>Source Pos</th>
<th>Target Pos</th>
<th>Rel Pos</th>
<th>Distance</th>
<th>OA</th>
<th>mAcc</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>93.2</td>
<td>90.2</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>93.4</td>
<td>90.4</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>93.4</td>
<td>90.7</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>92.8</td>
<td>90.0</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>92.9</td>
<td>89.9</td>
</tr>
</tbody>
</table>

**Table 3.** Performance of the proposed feature extractor on S3DIS. We observe that our feature extractor improves performance over the baseline DGCNN model by 2 mIoU. Adding additional aggregators, although effective on other GNN datasets [7], does not yield immediate improvements for point cloud data.

<table>
<thead>
<tr>
<th>Aggregators</th>
<th>mIoU</th>
<th>OA</th>
<th>mAcc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline (tab. 1)</td>
<td>53.2</td>
<td>85.3</td>
<td>62.5</td>
</tr>
<tr>
<td>max</td>
<td>55.2</td>
<td>85.4</td>
<td>63.2</td>
</tr>
<tr>
<td>max + min</td>
<td>53.6</td>
<td>86.0</td>
<td>60.8</td>
</tr>
<tr>
<td>max + mean</td>
<td>55.3</td>
<td>84.9</td>
<td>63.2</td>
</tr>
</tbody>
</table>
Our conclusions provide new insight for future works seeking to design efficient, but still expressive, architectures operating on point clouds.

5. Further Studies

In this section we present a collection of studies to expand our conclusions from the previous sections. We first show that it is possible to get near state-of-the-art performance on ModelNet40 using Transformers [31] if a good feature representation is provided. We also present studies on how to design simplified feature extraction layers that trade accuracy for reduced resource consumption. Finally, we provide an in-depth analysis of our approach’s robustness and resource consumption.

5.1. Feature Extraction for Transformers

In recent years we have witnessed Transformers achieving state-of-the-art performance across tasks including natural language processing [31], speech recognition [11], and image classification [8]. However, we have yet to see unmodified Transformer models achieving this level of performance on point cloud tasks. Fitting with the hypothesis underpinning this work, we believe that Transformers can only achieve good performance if appropriate features are provided as input to the Transformer layers: raw point positions alone are insufficient. One approach to this issue is to modify the Transformer layers, such that they have only superficial resemblance to the original architecture [40]; however, adopting this approach precludes the usage of advances in Transformer models in the literature—especially with regard to improvements in efficiency. We adopt an alternative approach of using our feature extraction layer, and feeding the resulting features into the Transformer layers.

We use an efficient Transformer variant, the Performer [6], to reduce the memory consumption to linear in the number of points. The model used 4 layers with a dimension of 256 and 4 heads; the feed forward layer dimension was 1024. These parameters were not extensively optimized; we expect with further investigation our results can be improved. The primary aim of this study is to demonstrate the importance of choices in feature extraction, even with little to no fine-tuning.

Our study considers a variety of techniques to feed the points into the Transformer; we consider feeding the raw point positions in after applying a single fully-connected layer (similar to ViT [8]); relative point position encoding (RPPE) from [14], in which each point is encoded with the absolute and relative positions of its nearest neighbors; DGCNN’s feature extractor, and our proposed feature extractor from section 4.1. The results are presented in Table 4. As expected, feeding the raw positional features into the model attains poor performance; RPPE improves upon this by encoding local geometric information into each points representation, but still achieves relatively poor performance. In contrast, using the DGCNN-based feature extractor (bottom row) yields performance close to that obtainable with a unmodified DGCNN model. As before, incorporating the full set of features in the feature extractor improves performance further. In contrast to our conclusions in section 4.1, it is observed that removing relative point position is most effective for reducing overfitting. One possible explanation for this observation is that the attention mechanism is more effective when each point’s representation also encodes absolute positional information about neighbors; this also explains the effectiveness of RPPE over the raw point positions.

The results in this section provide further support for our hypothesis regarding the importance of feature extraction. One observation we make is that the performance achieved by the Transformer models when combined with the feature extractor layers corresponds closely to the results we achieved in section 4.1. This is further evidence that the feature extraction layer limits the overall model performance.

5.2. Designing Linear-Memory Feature Extractors

The feature extractors we have described in this paper require memory and computation proportional to the number of edges in the constructed graph, as we explicitly construct the message for each edge in the graph as a function of both source and target nodes. While this is acceptable in many cases, it may represent a bottleneck for resource constrained devices; it is also problematic due to the increased data movement which is a significant contributor to power consumption [13]. Another challenge is that message propagation and aggregation must be implemented using index selection operations which are not typically optimized on mobile GPUs or NPUs. As explained earlier, simplified GNN layers can implement these two steps using matrix multiplication-style approaches which are well supported in hardware. These issues motivate us to investigate if we can design feature extractor layers that attain high performance while using $O(V)$ memory.

This work has already emphasized the importance of the centralization operations in the feature extraction layer. However, it is not possible to use these operations and continue to use matrix multiplication for message propagation around the graph: our procedure to create messages must be a function of the source node only. To this end, we propose the following update rule for a ModelNet40 feature extractor to imitate the centralization operations:

$$x_i^{l+1} = \left( \max_{j \in V(i)} \text{MLP}_1(p_j) \right) - \text{MLP}_2(p_i). \quad (2)$$

Each point is passed through an MLP, and the resulting representation is subtracted from the result aggregated from
Table 4. Results when combining different feature extractors with a Transformer on ModelNet40; the bottom row corresponds to using a DGCNN-style block for feature extraction. We observe that accuracy improves as the Transformer is combined with more sophisticated feature extractors. Unlike Table 2, we observe that it is better to include source and target positions rather than the relative position. We conjecture that this is due to the query-based attention mechanism used in Transformers.

Table 5. Results when using our resource-efficient feature extraction layer. We observe that adding centralization increases performance on both datasets. Sharing the MLP weights achieves better performance on S3DIS, in contrast to ModelNet40, where adding a separate MLP improves performance beyond the DGCNN baseline. This is due to S3DIS backbone using deeper MLPs in the feature extractor, which is known to induce overfitting and make the optimization less stable [18].

The results when using this feature extractor are shown in Table 5. We provide results using our proposed rule and where no centralization is applied at all. As expected, not using centralization causes noticeable degradation in accuracy. Impressively, our proposed approach surpasses the performance of the full baseline DGCNN model on both ModelNet40 and S3DIS reported in Table 1, although it does not reach the performance of the full feature extraction approach proposed in section 4.1. This is unsurprising given the reduction in model complexity.

Our results indicate that it is better to use separate weights for the MLPs on ModelNet40, and share them on S3DIS. Although this observation is initially counter-intuitive, it is consistent with observations made by Liu et al. [18], where they find that using deeper MLPs in graph layers can impede optimization. The feature extraction layer for the ModelNet backbone uses MLPs of depth 1, in contrast to S3DIS which uses MLPs of depth 2; our ablated architectures copy the depths faithfully. By sharing the weights, we reduce the potential for overfitting and improve the stability of the optimization, therefore yielding better generalization—even if the theoretical model capacity is reduced.

5.3. Model Robustness and Resource Usage

In the real world, we are also interested in ensuring that our model tolerates imperfect inputs, such as missing points, or high noise. We also care about model latency, memory consumption, and hardware support.

Model Robustness As demonstrated by Goyal et al. [10], multi-view CNNs still represent a strong baseline for point cloud tasks. Given that CNNs have been the target of much research investigating how to make them more efficient, and are well supported in hardware, it could be argued that it makes more sense to optimize this class of models instead of GNNs. In practice, a strong argument against this is that multi-view models are not as robust to variations in point density, or missing points. To illustrate this vi-
For DGCNN models we record beyond the scope of this work. requires rethinking the model backbone design, which lies in addition to its main benefit of reducing peak memory consumption. Incorporating our efficient feature extractor further reduces model latency.

Inference Latency In Table 6 we provide inference latency of the baseline DGCNN model, alongside our models which use simplified backbones. We ran our models using PyTorch 1.9; the CPU was an Intel i9-7900x and the GPU was an Nvidia RTX 2080. On S3DIS we are timing the latency to process a single batch of 4096 points. We observe that our approach yields speed-ups of $4.2 \times$ and $1.7 \times$ respectively for ModelNet40 and S3DIS on CPU; on GPU we see speed-ups of $2.5 \times$ and $1.4 \times$ respectively. Further speed-ups are obtained when the feature extraction layer uses the resource efficient approaches proposed in section 5.2. Although we have achieved significant speed-ups (especially on CPU), we cannot reduce latency further without optimizing other bottlenecks due to Amdahl’s Law; the DGCNN backbone we are modifying has very wide fully connected layers after the graph layers, which contribute a large fraction of the latency. We also note that we have not focused on accelerating the sparse propagation operations in the graph layer: these represent a noticeable bottleneck, especially on GPUs. For a single layer with input and output dimension of 128, we observe speed-ups of $9.9 \times$ on CPU and $3.5 \times$ on GPU. To improve end-to-end latency further requires rethinking the model backbone design, which lies beyond the scope of this work.

Memory Consumption For DGCNN models we record peak memory consumption to be 69.7MB on ModelNet40 and 129.6MB on S3DIS. By comparison, our models achieve 19.2MB and 100.3MB peak consumption respectively. Although our simplified layers do achieve a measured $20 \times$ improvement in memory consumption, once again we do not realise the full benefit of our approach due to the wide fully connected layers that are prevalent in DGCNN’s architecture design.

6. The Road Ahead

Our insight is only one detail with regards to optimizing these models for deployment on resource-constrained devices. Of critical importance is rethinking the backbone architecture design: while our approach has improved the efficiency of these models, we can achieve stronger results by re-designing the backbone with reference to the target hardware implementation.

Going Deeper Most works utilize backbones that are shallow; for example, DGCNN and PointNet++ backbones use 3-4 graph layers. As shown by PosPool [18], going deeper—$\geq 10$ graph layers—in combination with a simple layer design can achieve state-of-the-art performance on point cloud tasks. While this strategy is effective for boosting accuracy and retaining low peak memory consumption, it will inevitably increase latency due to the expense of the aggregation operations in GNNs. In contrast, we wish to make the network shallow without sacrificing accuracy.

Increasing Arithmetic Intensity In order to achieve peak accelerator utilization it is vital to achieve high arithmetic intensity: performing many OPs/byte read from memory. Our initial calculations indicate that many elements of the DGCNN architecture achieve arithmetic intensity of just 64 OPs/byte, far below what is required to saturate the a mobile accelerator with limited memory bandwidth. Increasing the memory bandwidth is often not possible, hence we must investigate approaches to increase the OPs/byte. One strategy would be quantization; beyond this, however, requires a novel re-design of our neural network architecture.

6.1. Conclusion

We have investigated PointNet++ and DGCNN, and shown that it is possible to simplify them so long as we retain a sophisticated feature extraction layer. Following our observation, we have shown that by improving the feature extraction layer, we can improve accuracy on ModelNet40 and S3DIS overall despite using resource-efficient backbones. We discuss the improvements to memory consumption and latency our approaches provide; we observe up to $4.5 \times$ speed-ups on CPUs. We also show that our observation regarding feature extraction also applies to Transformers processing point clouds. Finally, we discuss the next steps required to improve performance of point cloud models on mobile devices.

<table>
<thead>
<tr>
<th>Model</th>
<th>ModelNet40</th>
<th>S3DIS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CPU</td>
<td>GPU</td>
</tr>
<tr>
<td>DGCNN</td>
<td>96.3 ± 2.3</td>
<td>3.00 ± 0.04</td>
</tr>
<tr>
<td>Full Extractor (sec. 4.1)</td>
<td>23.0 ± 0.9</td>
<td>1.19 ± 0.06</td>
</tr>
<tr>
<td>Efficient Extractor (sec. 5.2) + SpMM</td>
<td>17.7 ± 0.6</td>
<td>1.99 ± 0.08</td>
</tr>
</tbody>
</table>

Table 6. Inference times for our models compared to the baseline DGCNN. We observe that our approaches provide especially large speed-ups when using the ModelNet40 backbone, and when running on CPU. Using SpMM provides a small reduction to latency on CPU, in addition to its main benefit of reducing peak memory consumption.
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