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1. Additional ablation experiments

Here we include further experiments we performed to as-
sess the validity of various design choices for the proposed
Dyadformer. First, we evaluate an alternative design for the
cross-attentional modules. Second, we explore the useful-
ness of the self-attentional modules at different stages of our
model.

Cross-attention versus bidirectional encoding. Besides
cross-attention, we also tried to follow the approach of bidi-
rectional encoding from BERT [1] (discussed in Sec. 2 of
the main paper). This alternative was implemented through
two stages. First, two parallel multi-modal BERT encoders
(which share weights among them and within them), each
performing video-audio joint attention on its correspond-
ing subjects. Then, their outputs are fed to a second stage
with one BERT encoder, effectively attending over the two
subjects. For a fair comparison with our DFyy xs with
Lym, Lyxs € {1,2}, we tried with different number of lay-
ers for the encoders of this BERT-like architecture such that
the number of MHA blocks in both was similar. In partic-
ular, BERT with Ly, Lys, Where Ly, Lys € {3,6} are,
respectively, the number of layers in the multi-modal BERT
encoders and the multi-subject one. The BERT configura-
tion Ly, = Lps = 3 corresponds to the same number of
attention layers included in our model with Ly, = Lys =1
and Ly, = Lps = 6 corresponds to Ly, = Lys = 2.
Moreover, regardless of the combination of (L, Lys), the
number of parameters of the architecture is 17.1M, which
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is comparable to either DFy,, or DFys (both with 19.4M).
We set T' = 12 for these experiments. We show the re-
sults on Tab. 1, where the other results are the same as the
ones reported in Tab. 1 of the main paper. This variant re-
sulted slightly worse than the equivalent Dyadformer vari-
ants (DFxnxs) for all metrics and combinations of layers.
These results highlight the effectiveness of the used cross-
attentional modules. One possible reason for this to hap-
pen is that our cross-attentional design helps decouple self-
attention from accesses to the external memory (through
separate MHA operations). The bidirectional encoding,
however, emulates accesses to internal and external repre-
sentations through a single multi-head attention, which may
hinder learning to attend differently to one and the other.

Self-attention before cross-attention. In preliminary ex-
periments, the Dyadformer included self-attention modules
before every cross-attention module. However, motivated
by the observation of an overfitting trend for overly complex
models, we considered discarding all self-attention mod-
ules so as to reduce the number of parameters. As a re-
sult, for our model in Fig. 1 on the main document, we re-
moved the self-attention encoder between the video embed-
ding and the cross-modal encoder. The self-attention after
the audio embeddings was kept to give the audio features a
chance to evolve (as video embeddings do during the cross-
modal attention), especially given the fact that audio em-
beddings were extracted from a model not fine-tuned on the
personality prediction task — differently from video ones.
Regarding the self-attention encoders prior to cross-subject
encoders, we experimentally found the impact was negative
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By looking at this metric, TF, displayed the worst aver-
age (“Avg”) results, mostly correlating negatively with the
ground truth. A notable exception is, however, that it ob-
tained the highest correlation (over 0.8) for the Agreeable-
ness (“A”) trait in Animals and Ghost.

In contrast, it can be observed that all of our Dyad-
former variants correlated positively with the ground truth
scores (except for DFyy, in Open-mindedness (“O”), for
which correlation is usually close to zero). DFy,, was less
accurate for Conscientiousness (“C”), Extraversion (“E”)
and Negative emotionality (“N”) than DF,, when looking
at the Pearson correlation, despite the opposite trend was
observed looking at MSE-based metrics. DFyg correlated
best with “N”, although it showed poor correlation with “A”
and “O”. DFyn xs obtained the best “Avg” performance in
terms of correlation for all the tasks, followed by DFy.

Table 2. Results per trait and task. For each model, first row is
MSEseq, second row is MSEpaq, and third row is Pearson Corre-
lation also at participant level (ranging in [—1, 1], closer to 1 is
better). The “Avg” column depicts the average performance per
row (over all the traits). Best result per task, trait, and metric in
bold.

This shows that explicitly modeling cross-subject interac-
tions helps better approximate the distributions of the traits.
The former achieved the highest correlation when predict-
ing “O” and “E”, even for Animals, where M SE . was
very high. More concretely, its highest correlations were
found for the latter trait (~0.7). DFyyxs Was also the best
correlating with “C”, except for Ghost, where it ranked sec-
ond. Nevertheless, and opposite to DFys, it correlated very
poorly with “N”, while obtaining reasonably good results in
“A” for Lego and Talk.
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