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Abstract

Due to the large applicability of AI systems in various
applications, fairness in model predictions is extremely im-
portant to ensure that the systems work equally well for ev-
eryone. Biased feature representations might often lead to
unfair model predictions. To address the concern, in this
research, a novel method, termed as Attention Aware De-
biasing (AAD) method, is proposed to learn unbiased fea-
ture representations. The proposed method uses an atten-
tion mechanism to focus on the features important for the
main task while suppressing the features related to the sen-
sitive attributes. This minimizes the model’s dependency on
the sensitive attribute while performing the main task. Mul-
tiple experiments are performed on two publicly available
datasets, MORPH and UTKFace, to showcase the effective-
ness of the proposed AAD method for bias mitigation. The
proposed AAD method enhances the overall model perfor-
mance and reduces the disparity in model prediction across
different subgroups.

1. Introduction
Artificial Intelligence (AI) systems trained using deep

learning algorithms are increasingly used in real-world ap-
plications to support decisions in industry, government or-
ganizations, and law enforcement. Due to the high per-
formance of AI systems, they are often deployed in high-
stake applications for making predictions about individuals.
However, AI systems have the risk of associating sensitive
attributes (e.g., race, age) with the main task. Thus, a major
concern of AI systems is their biased behavior against cer-
tain groups of individuals that are protected by law or ethics.
Such biased behavior is often observed in facial analysis ap-
plications, including face recognition and attribute predic-
tion [1, 8, 19, 22]. For instance, commercial gender classi-
fiers are shown to be biased towards lighter-skinned males
in comparison to darker-skinned females [7]. Apart from
this, the biased behavior of facial processing technologies
that mislabel Black faces as gorillas [16] raises the concern
towards fairness and trustability of AI systems. Due to the

Figure 1. Diagrammatic overview of model training using (a) con-
ventional method and (b) proposed Attention Aware Debiasing
(AAD) method. The proposed AAD method uses the Main Atten-
tion Module (MAM) to enhance main task-specific features and
the Sensitive Attention Module (SAM) to suppress sensitive at-
tribute features for a fair outcome.

disparity in the performance of AI systems, some organiza-
tions have decided to minimize or ban the usage of facial
analysis systems [9], while several others are still contin-
uing the deployment and usage. Therefore, designing al-
gorithms to mitigate bias and increase the fairness of deep
models is of paramount importance.

Researchers have demonstrated that the distribution of
training data plays a significant role in the performance of
deep models [6, 30]. An imbalance in training data dis-
tribution with respect to a particular subgroup (e.g., White
and Asian are the subgroups of the sensitive attribute eth-
nicity) leads to biased predictions [4]. Therefore, several
algorithms have been proposed to mitigate the effect of bias
due to imbalanced data distribution either by over-sampling
the under-represented subgroup or under-sampling the over-
represented subgroup [20, 21]. However, it is also high-
lighted that even models trained on balanced datasets am-
plify bias [31]. Apart from this, researchers have shown
that model training using conventional approaches has a di-
rect correlation with bias in model predictions [25]. For
example, in conventional model training, the model auto-
matically identifies and learns the features that maximize
the overall model performance. However, in the learning
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process, the model may learn the features related to the sen-
sitive attributes that are not relevant to the main task, lead-
ing to biased predictions. Thus, it is important to incorpo-
rate some mechanism to ensure that the model learns the
features related to the main task and ignores or suppresses
the features related to the sensitive attributes during model
training for mitigating bias in model prediction.

In this research, we have proposed a novel method,
termed as Attention Aware Debiasing (AAD) method for
bias mitigation. The proposed AAD method uses attention
modules to enhance the model performance while suppress-
ing the effect of sensitive attributes on model prediction for
an unbiased outcome. In other words, the proposed method
uses an attention mechanism to focus on important features
and suppress the unnecessary ones to unlearn the model’s
dependency on sensitive attributes. Figure 1 visually illus-
trates model training using conventional and the proposed
AAD method. As shown in Figure 1(b), model training us-
ing the proposed AAD method utilizes the supervision of
two attention modules to (i) focus on important features for
the main task and (ii) suppress the features related to the
sensitive attributes. For instance, consider face-based gen-
der prediction as the main task with ethnicity as the sensi-
tive attribute. During training, the model uses the Main At-
tention Module (MAM) for assigning higher weights to the
features important for gender prediction and uses the Sensi-
tive Attention Module (SAM) to assign lower weights to the
features important for ethnicity prediction to learn unbiased
features for the main task (gender prediction). The feature
weights learned during training uses a multi-task network
to perform the main task along with the sensitive attribute
prediction, as shown in Figure 1(b).

The proposed AAD method improves the overall model
performance by providing attention to the main task-
specific features and decreases the bias in model prediction
by unlearning the features related to the sensitive attribute.
The attention modules used in the proposed AAD method
can be added on top of a pre-trained model (feature extrac-
tor) to debias the feature representation for the main task.
Therefore, only the attention modules and the sub-networks
(for the main task and sensitive attribute prediction) of the
multi-task network are updated during training, making the
proposed method computationally efficient. The effective-
ness of the proposed AAD method is demonstrated on two
publicly available datasets, MORPH [27], and UTKFace
[34] for bias mitigation in gender prediction.

2. Related Work
In the literature, researchers have studied the problem

of bias and attempted to understand the presence of bias
in model prediction followed by designing different algo-
rithms for bias mitigation. An initial study is conducted in
[7] to highlight the disparity in the performance of com-

mercial gender classifiers when evaluated on the images
of lighter and darker skin tones. By taking a step for-
ward, Muthukumar et al. [22] analyzed the effect of vary-
ing skin tones on gender prediction and concluded that not
only skin tone but the differences in ethnicity is a driving
factor for the biased predictions. Denton et al. [11] ex-
amined the variations in classifier predictions due to small
changes in facial characteristics using an image counterfac-
tual sensitivity analysis framework. Towards understanding
bias, Joo and Kärkkäinen [15] used an encoder-decoder net-
work to generate face images with varying gender and eth-
nic groups. The generated images are used for measuring
counter-factual fairness of commercial classifiers. Krish-
nan et al. [18] investigated the variations in the performance
of gender classification algorithms across different gender-
race groups. The authors analyzed the effect of different
deep model architectures and imbalanced training sets on
gender classification performance. The studies and analy-
sis performed by the researchers helped to understand the
sources of bias in model predictions and develop solutions
for unbiased outcomes.

Several algorithms have been proposed to mitigate the
effect of bias in model predictions. The majority of these
algorithms learn unbiased feature representations either by
using some pre-processing techniques on the input data or
updating the feature representations of a model. These ap-
proaches require model training from scratch or re-training
of a few convolutional layers. For instance, in 2018, Ryu et
al. [29] proposed InclusiveFaceNet that used the transfer-
learning approach for facial attribute detection. For mitigat-
ing soft biometrics-related bias, Das et al. [10] proposed a
multi-task convolution neural network. The proposed multi-
task network is used to perform a joint classification of race,
gender, and age. Further, a joint learning and unlearning
algorithm is proposed for removing bias in the feature rep-
resentation of a network [2]. Kim et al. [17] proposed a
regularization loss to unlearn the bias information by mini-
mizing the mutual information between feature embedding
and bias. A novel algorithm for bias mitigation in face de-
tection using variational autoencoder is proposed by Amini
et al. [3]. The proposed algorithm learned the latent struc-
ture within the dataset with respect to the ethnicity and gen-
der of the subject to re-weight the samples during training.
Recently, Nagpal et al. [23] proposed a novel filter-drop
technique for efficient filter selection to mitigate the effect
of bias in model prediction. On the other hand, Roh et al.
[28] proposed a technique to adaptively select mini-batches
during training for improving model fairness. A technique,
termed as diversity block, is proposed in [24] to de-bias
pre-trained models. Here, the authors attached the diver-
sity block to an existing pre-trained model and trained it
separately on a small training data against which the pre-
trained model is biased. Another work on mitigating bias
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Figure 2. Block diagram illustrating training of a model using the proposed Attention Aware Debiasing (AAD) method. A multi-task
network is learned for the main task and sensitive attribute prediction. Features extracted from the last convolutional layer are updated
using the Main Attention Module (MAM) and Sensitive Attention Module (SAM). Updated features for the main task are given as input
to the sub-network for the main task. Similarly, updated features for the sensitive attribute prediction are given as input to the sub-network
for sensitive attribute prediction. The outputs of both the sub-networks are used to minimize the loss function for model training.

in pre-trained models is proposed by Majumdar et al. [19].
The proposed algorithm used the concept of adversarial per-
turbation for bias mitigation. Apart from this, some re-
searchers have used generative techniques to balance the
training data distribution for unbiased model training. In
this regard, Ramaswamy et al. [26] generated images to
balance the training data with respect to the protected at-
tributes using Generative adversarial networks.

Despite several advances towards understanding and
mitigating the effect of bias in model prediction, limited re-
search focuses on debiasing feature representations of pre-
trained models (feature extractor) without updating the pre-
trained model parameters. In this research, the proposed
AAD method does not require updating the pre-trained
model parameters to debias the feature representations for
unbiased model prediction.

3. Proposed Method
In this research, we have proposed an approach that uses

network attention to perform bias-invariant and efficient
prediction by suppressing the effect of the sensitive attribute
on model prediction. Figure 2 shows the block diagram of
the model training using the proposed AAD method.

3.1. Attention Aware Debiasing (AAD) Method

Our AAD method is inspired by the work [32]. Attention
networks are used in the literature to enhance the overall
model performance [5, 14]. However, unlike the previous
works on attention networks, the proposed AAD method
uses an attention mechanism for bias mitigation by unlearn-
ing the features related to the sensitive attribute. The atten-
tion modules used in our proposed AAD method are added
on top of a pre-trained model (feature extractor). Figure 3
shows the framework of the attention modules.

Let φ be a multi-task convolutional neural network with
two tasks: main task and sensitive attribute prediction.
Consider xi as an input image which is given as input to
the multi-task network φ. Let vi be a d × 1 dimensional
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Figure 3. Diagrammatic representation of the framework of the
attention modules.

feature vector (corresponding to image xi) obtained after
flattening the output of the last convolutional layer of the
multi-task network φ. The feature vector vi is given as in-
put to the main and sensitive attention modules to learn the
features important for the main task and suppress the fea-
tures important for sensitive attribute prediction. The atten-
tion module is a multi-layer perceptron (MLP) with a single
hidden layer followed by the sigmoid function (Figure 3).
Let Am and As represent the main and sensitive attention
modules, respectively.

omi = Am(vi) (1)

osi = As(vi) (2)

where, omi
and osi represent the outputs of the main and

sensitive attention modules, respectively. The feature vec-
tor vi is combined with the outputs of the attention modules
to obtain the updated feature vectors for each task. The up-
dated feature vectors are then used for the main task and
sensitive attribute prediction. The updated feature vectors
vmi

for the main task and vsi for the sensitive attribute pre-
diction are obtained using the following equations:

vmi = omi ⊗ (1− osi)⊗ vi (3)

vsi = osi ⊗ vi (4)
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Figure 4. Illustrating the utilization of the proposed Attention
Aware Debiasing Method (AAD) for the main task during test-
ing. The sub-network for the sensitive attribute prediction is not
used for the final prediction.

where, ⊗ denotes element-wise multiplication. In Equa-
tion 3, omi

weigh the features important for the main task
and (1 − osi) suppress the sensitive features that are not
relevant to the main task. In other words, during training,
the network tries to learn important features for the main
task independent of the sensitive attribute. It is important
to note that a high-performing sensitive attribute predictor
is required to provide better supervision to suppress the fea-
tures related to the sensitive attribute. Thus, osi weigh the
features important for sensitive attribute prediction to en-
sure enhanced performance of sensitive attribute predictor
(Equation 4).

As shown in Figure 2, a multi-task network is learned for
the main task along with the sensitive attribute prediction.
Let φm represent the sub-network for the main task, which
takes feature vector vmi as input and outputs the probability
vector for a class mk. The output of φm for image xi is
represented as:

P (mk|xi) = φm(vmi) (5)

where, P (mk|xi) is the probability of predicting image xi
tomk. The loss function for the main task is represented as:

Lmi
= −

∑
∀k

mk logP (mk|xi) (6)

Let φs represent the sub-network for sensitive attribute pre-
diction, which takes feature vector vsi as input and outputs
the probability vector for sensitive attribute class sn. The
output of φs for image xi is represented as:

P (sn|xi) = φs(vsi) (7)

where, P (sn|xi) is the probability of predicting image xi
to sn. The loss function for sensitive attribute prediction is
represented as:

Lsi = −
∑
∀n

sn logP (sn|xi) (8)

The final loss function used to train the multi-task network
via the attention modules is written as follows:

L =
∑
i

(λLmi + Lsi) (9)

Table 1. Details of the experiments for bias mitigation in gender
prediction across different sensitive attributes.

Dataset Main Task
Bias Mitigation

Across

MORPH Gender Prediction
Ethnicity (EW,EB),

Age (AY,AO)

UTKFace Gender Prediction
Ethnicity (EW,EA),

Age (AY,AO)

where, λ is a hyper-parameter. The loss L simultaneously
improves the overall model performance and reduces bias
in model prediction.

3.2. Bias-Invariant Prediction

The proposed AAD method helps to learn unbiased rep-
resentations for bias-invariant prediction. AAD method en-
sures that the features encoding the sensitive attribute are
not used for the main task. Figure 4 shows the block dia-
gram of the network during testing. It is important to note
that the network is a uni-task network during testing. As
shown in Figure 4, the sub-network for the main task is
used for the final prediction, which uses both the attention
modules to obtain unbiased feature representations for pre-
diction.

4. Experimental Setup
The performance of the proposed AAD method is evalu-

ated for the task of gender prediction. A gender prediction
model classifies an input image into male or female. Two
publicly available datasets are used to perform the experi-
ments. The following discusses the details of the datasets
with the corresponding protocols, implementation details,
and evaluation metrics.

4.1. Datasets and Protocols

Experiments are performed on the following datasets to
evaluate the performance of the gender prediction model
across two sensitive attributes: ethnicity and age.

MORPH dataset (Album-2) [27] contains more than
54K images of 13K subjects. The dataset is pre-labeled
with two genders (male and female), six ethnicities (White,
Black, Hispanic, Indian, Asian, and Other), and age (rang-
ing from 16 to 77 years). The dataset is partitioned with
non-overlapping subjects in the training and testing sets.
The training set contains 70% subjects while the testing set
contains 30% subjects. For the experiments, images belong-
ing to the White and Black ethnicity are used. Also, we con-
sidered images below 36 years as Young and the rest as Old.

UTKFace dataset [34] consists of more than 20, 000
face images. The dataset is pre-labeled with two genders
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Ethnicity: EW   and     Age: AY Ethnicity: EW   and     Age: AO

Ethnicity: EB   and     Age: AY Ethnicity: EB   and     Age: AO

(a) MORPH Dataset

Ethnicity: EW   and     Age: AY Ethnicity: EW   and     Age: AO

Ethnicity: EA   and     Age: AY Ethnicity: EA   and     Age: AO

(b) UTKFace Dataset

Figure 5. Sample images of the (a) MORPH [27] and (b) UTKFace [34] datasets belonging to different ethnicity and age groups. The
images of the MORPH dataset are collected in constrained environmental settings. The images of the UTKFace dataset are collected in
unconstrained environmental settings with variations in pose, illumination, resolution, and occlusion.

(male and female), five ethnicities (White, Black, Asian,
Indian, and Others), and age (ranging from 0 to 116 years).
We partitioned the dataset into disjoint training and testing
sets with 70% images in the training set and 30% in the test-
ing set. For the experiments, images belonging to the White
and Asian ethnicity are used. Also, we considered images
below 26 years as Young and the rest as Old.

For both the datasets, the training and testing partitions
are balanced with respect to gender, ethnicity, and age sub-
groups. The ethnicities are denoted by EW, EB, and EA

for White, Black, and Asian, respectively. Similarly, the age
groups are denoted by AY and AO for Young and Old, re-
spectively. The details of the experiments are summarized
in Table 1. Figure 5 shows some sample images of the
datasets.

4.2. Implementation Details

Experiments are performed using LightCNN-29 [33] ar-
chitecture. The model weights are initialized with those
learned on the MS-Celeb-1M dataset [13]. As shown in
Figure 2, the attention modules are added after the final con-
volutional layer. The attention modules consists of two sep-
arate multi-layer perceptrons (Figure 3). The multi-layer
perceptron of both the attention modules consists of three
layers of dimensions 256, 128, and 256, respectively. The
attention modules are followed by the sub-networks for the
main task and sensitive attribute prediction. Both the sub-
networks consist of two dense layers of dimensions 128 and
64, respectively. Each layer is followed by ReLU activation.

The weights of the convolutional layers are kept frozen

Table 2. Performance of the proposed and existing methods (%) for
gender prediction on the MORPH dataset across different ethnicity
and age groups.

Method
Accuracy ↑

DoB ↓
EW EB Overall

Traditional 92.51 94.20 93.36 0.84

MTL [10] 92.37 94.63 93.50 1.13

DB [24] 93.50 92.09 92.80 0.70

Proposed 96.04 94.77 95.40 0.63

Method
Accuracy ↑

DoB ↓
AY AO Overall

Traditional 91.66 95.05 93.36 1.69

MTL [10] 91.38 95.62 93.50 2.12

DB [24] 91.81 94.49 93.15 1.34

Proposed 93.22 95.19 94.20 0.98

(treated as a pre-trained model for feature extraction), and
only the attention modules and the sub-networks for the
main task and sensitive attribute prediction are trained.
The multi-task network is trained for 10 epochs, using the
Stochastic Gradient Descent optimizer with 0.001 learning
rate. Momentum is set to 0.9 and batch size to 50. Dur-
ing the experiment, the λ parameter is set to 6 and 2 for the
MORPH and UTKFace datasets, respectively. Code is im-
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(a) Feature representation obtained 
after the last convolutional layer

(b) Feature representation obtained 
after the Main Attention Module (MAM)
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Figure 6. t-SNE visualizations of the 256-dimensional feature rep-
resentation of the testing set corresponding to the MORPH dataset
for gender prediction. (a) Shows the visualization of the feature
representation obtained after the last convolutional layer of the
model. (b) Shows the visualization of the updated feature rep-
resentation obtained after the attention modules corresponding to
the model trained using the proposed AAD method to unlearn the
ethnicity-related features during gender prediction.

plemented in PyTorch. All the experiments are performed
on Nvidia GeForce GTX 1080 Ti.

4.3. Evaluation Metrics

Experimental results are reported using performance and
bias evaluation metrics. We have used overall and class-
wise classification accuracy for performance evaluation.
For measuring bias in model prediction, we have used De-
gree of Bias (DoB) [12], which measures the standard de-
viation of classification accuracy across different subgroups
of a sensitive attribute. A lower value of DoB indicates low
bias in model prediction.

5. Results and Analysis

The performance of the proposed AAD method is eval-
uated for bias mitigation in gender prediction across differ-
ent ethnicity and age groups. The proposed AAD method
is compared with traditional and multi-task model train-
ing (MTL) methods [10]. In traditional model training,
the model is trained only for the task of gender prediction
(without sensitive attribute predictor). On the other hand,
in multi-task model training, the model is trained for both
gender prediction and sensitive attribute prediction (simi-
lar to [10]). The traditional model training method is used
for comparison to highlight the drawbacks of conventional
model training approaches that lead to biased predictions.
Further, the comparison with the multi-task model training
method is done with the aim of analyzing the effectiveness
of the attention modules for unbiased model predictions. To
compare the proposed AAD method with existing bias mit-
igation algorithms to de-bias pre-trained models, we have
compared our method with Diversity Block (DB) technique
[24]. As mentioned in the related work section, the diver-

Table 3. Performance of the proposed and existing methods (%)
for gender prediction on the UTKFace dataset across different eth-
nicity and age groups.

Method
Accuracy ↑

DoB ↓
EW EA Overall

Traditional 81.50 87.00 84.25 2.75

MTL [10] 81.37 87.50 84.43 3.06

DB [24] 81.88 83.88 82.88 1.00

Proposed 85.37 88.12 86.75 1.37

Method
Accuracy ↑

DoB ↓
AY AO Overall

Traditional 82.37 86.12 84.25 1.87

MTL [10] 82.25 86.62 84.43 2.18

DB [24] 83.25 79.75 81.50 1.75

Proposed 84.12 87.50 85.81 1.69

sity block technique is a recently proposed technique used
to mitigate bias in pre-trained models.

Table 2 shows the results of gender prediction across dif-
ferent sensitive attributes on the MORPH dataset. It is ob-
served that the proposed AAD method improves the over-
all model performance and reduces bias in model predic-
tion compared to the existing methods. For instance, the
proposed AAD method increases the overall classification
accuracy from 93.36% to 95.40% and reduces the DoB
from 0.84% to 0.63% compared to the traditional method
across different ethnicity. It is also observed that the multi-
task model training (MTL) method increases the overall
model performance compared to the traditional model train-
ing method. However, the disparity in model performance
also increases across different subgroups. On the other
hand, the proposed AAD method that uses the attention
modules in a multi-task learning setup reduces the dispar-
ity in model performance across different subgroups. This
highlights the efficacy of the attention modules to unlearn
the features related to the sensitive attributes for gender pre-
diction. For further analysis, we have compared the fea-
tures extracted from the last convolutional of the model
with the updated features obtained after the attention mod-
ules using t-Distributed Stochastic Neighbor Embedding (t-
SNE) visualizations. Figure 6 shows the t-SNE visualiza-
tions of both the feature embeddings. It is observed that
the features extracted after the last convolutional layer of
the model are clearly separable by ethnicity. However, af-
ter model training using the proposed AAD method to un-
learn the ethnicity-related features, the updated features are
no longer separable by ethnicity, demonstrating unbiased
feature representation for gender prediction. Table 2 also
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Table 4. Confusion matrix (%) for gender prediction (Male as ’M’ and Female as ’F’) across different ethnicity and age groups on the
UTKFace dataset.

Across Ethnicity Across Age

EW EA AY AO

Method
Predicted Predicted Predicted Predicted

Ground Truth

M F M F M F M F

Traditional
M 77.75 22.25 91.00 9.00 84.75 15.25 84.00 16.00

F 14.75 85.25 17.00 83.00 20.00 80.00 11.75 88.25

Proposed
M 83.50 16.50 91.25 8.75 84.50 15.50 82.50 17.50

F 12.75 87.25 15.00 85.00 16.25 83.75 7.50 92.50

(a) Male

(b) Female

Figure 7. Sample images of the UTKFace dataset, misclassified by
the proposed AAD method. Large variations in pose, illumination,
resolution, and occlusion make the problem more challenging.

shows that the Diversity Block (DB) technique reduces bias
in model prediction while it compromises the overall model
performance. On the other hand, the proposed AAD method
demonstrates enhanced overall performance with reduced
effect of bias in model prediction. This showcases the effi-
cacy of the proposed method.

The results on the UTKFace dataset are summarized in
Table 3. The proposed AAD method outperforms existing
model training methods. For instance, the proposed AAD
method achieves 85.81% accuracy and 1.69% DoB for gen-
der prediction across different age groups. This shows that
the proposed AAD method that uses an attention mecha-
nism for learning unbiased feature representation is effec-
tive for bias mitigation. The confusion matrix for gender
prediction across different sensitive attributes on the UTK-
Face dataset is shown in Table 4. The proposed AAD
method shows high performance for both the classes (male
and female). Figure 7 shows some sample images misclas-
sified by the proposed AAD method. From Figure 7, it is

observed that most of the images have large variations in
pose, resolution, and illumination. Some images have par-
tial occlusion due to eyeglasses and caps. Gender prediction
becomes difficult in the presence of these covariates, lead-
ing to misclassification of these images.

On comparing the results of Tables 2 and 3, it is
found that the overall model performance is higher on the
MORPH dataset compared to the UTKFace dataset using
existing and the proposed methods. This is due to the
fact that the images in the MORPH dataset are captured
in constrained environmental settings, while the images in
the UTKFace dataset are captured in unconstrained envi-
ronmental settings with large variations in pose, resolution,
illumination, and degree of occlusion. This showcases the
challenges of unconstrained gender prediction.

6. Ablation Study

Experiments are performed by ablating the Sensitive At-
tention Module (SAM) along with the sub-network for sen-
sitive attribute prediction to analyze their role towards miti-
gating the effect of bias in gender prediction. Therefore, in
this experiment, the model with the Main Attention Module
(MAM) and the sub-network for the main task are trained
only for gender prediction. It is important to note that the
model does not get the supervision of the SAM to suppress
the feature related to the sensitive attribute. Thus, the out-
put of the MAM is combined only with the features of the
last convolutional layers to weigh the features important for
gender prediction.

Figure 8 shows the overall classification accuracy and
DoB of the ablated model for gender prediction on both
datasets. Comparison is performed with the proposed AAD
method. It is observed that the disparity in model perfor-
mance across different subgroups of a sensitive attribute
is higher for the ablated model. For instance, the DoB
of the ablated model is 3.81% across different age groups
on the UTKFace dataset, which is 2.12% higher than the
proposed AAD method. This showcases the importance of
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(a) (b)

Figure 8. Classification accuracy and DoB (%) by ablating the Sensitive Attention Module (SAM) and the sub-network for sensitive
attribute prediction corresponding to the (a) MORPH and (b) UTKFace datasets. Comparison is performed with the proposed Attention
Aware Debiasing (AAD) method.

SAM and the sub-network for sensitive attribute prediction
towards unlearning the model’s dependency on the sensi-
tive attribute. The supervision of the SAM is important to
learn unbiased feature representation for gender prediction.
Further, on comparing the classification performance, it is
found that the ablated model achieves almost equal accu-
racy compared to the proposed AAD method. Here, the
MAM focuses on the features important for gender predic-
tion, thereby enhancing the overall classification accuracy.
This shows the importance of attention networks towards
improving the overall model performance.

7. Conclusion and Discussion
The advancements in deep learning techniques and the

availability of large-scale datasets have led to the develop-
ment of sophisticated AI systems that achieve high accuracy
for various classification/prediction tasks. Thus, AI systems
are widely used and deployed in various real-world applica-
tions that affect every aspect of our lives. However, several
incidents have highlighted the biased behavior of AI sys-
tems with respect to protected groups, raising concern to-
wards the trustability and dependability of these systems.
Therefore, fairness in AI systems is of paramount impor-
tance for unbiased model predictions.

Deep models automatically learn the features from the
input data that maximize the model performance. How-
ever, in the learning process, the model may learn biased
features that favor or disfavor a particular subgroup, lead-
ing to unfair model predictions. Therefore, it is crucial to
design a mechanism for learning unbiased feature represen-
tations for fair outcomes. This research presents a solution
to the problem using the proposed Attention Aware Debias-
ing (AAD) method. The proposed AAD method uses an at-
tention mechanism to learn unbiased feature representations
by unlearning the model’s dependency on the sensitive at-
tribute. The supervision provided by the attention modules
is utilized to focus on the features relevant for the main task
and suppress the features related to the sensitive attribute.

The efficacy of the proposed AAD method is shown for
the task of gender prediction. Experimental results high-
light that the proposed AAD method is able to mitigate

bias in model prediction and enhance the overall model per-
formance. Further, the attention modules used in the pro-
posed AAD method can be added on top of a wide variety
of pre-trained models to perform various tasks in different
domains. In the current experimental setup, the proposed
AAD method is used for bias mitigation in a single task
(gender prediction). As a part of future work, the proposed
AAD method can be extended to learn unbiased feature rep-
resentations for multiple tasks to mitigate bias due to vari-
ous sensitive attributes.
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