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Abstract

In this paper, we present a Nuisance-label Supervision
(NLS) module, which can make models more robust to nui-
sance factor variations. Nuisance factors are those irrele-
vant to a task, and an ideal model should be invariant to
them. For example, an activity recognition model should
perform consistently regardless of the change of clothes and
background. But our experiments show existing models are
far from this capability. So we explicitly supervise a model
with nuisance labels to make extracted features less depen-
dent on nuisance factors. Although the values of nuisance
factors are rarely annotated, we demonstrate that besides
existing annotations, nuisance labels can be acquired freely
from data augmentation and synthetic data. Experiments
show consistent improvement in robustness towards image
corruption and appearance change in action recognition.

1. Introduction

Model robustness is an important topic because it de-
cides on whether a model can work well in actual applica-
tions. Many factors can affect model robustness, and spuri-
ous correlation is one of them. Spurious correlation refers
to using inaccurate information to make predictions. For
example, playing football and grass are always bundled up
in action datasets; if a model uses grass to predict the task
label playing football, it is relying on the spurious correla-
tion between grass and the task label, and when people play
football in other scenes, it fails. For a certain task, we call
factors related to the task as essential factors and others as
nuisance factors. When training a model, the goal is to
accurately make predictions depending on essential factors,
while invariant to the change of nuisance factors. There-
fore, we should prevent models from relying on spurious
correlation between task labels and nuisance factors.

Increasing data diversity is a common way to solve spu-
rious correlation however it suffers from problems. The

Figure 1. Simple illustration of the core concept. Our proposed
method Nuisance-label Supervision (NLS) module makes use of
nuisance labels, which is usually threw out by other methods, to
improve model robustness.

strong correlations are hard to break, e.g. the football and
grass pair commonly appear in most action datasets. Simply
adding to training data diversity is not sufficient for remov-
ing the correlation between nuisance factors and task labels.
Recent works illustrate this problem that ImageNet-trained
models are still biased towards textures [11], action recog-
nition models trained on UCF101 or Kinetics are sensitive
to viewpoint and human appearance changes [21]. There-
fore, exploration about proactively disentangling nuisance
factors and task label is worth thinking about.

We propose to explicitly use nuisance labels to train a
feature representation robust to nuisance factor perturba-
tions. We design a Nuisance-label Supervision (NLS) mod-
ule, which utilizes nuisance labels as extra supervision sig-
nals and makes the whole network training in an adversary
way. We first prove the core idea on MNIST-C which is
widely used to study image corruption, then we demon-
strate the method effectiveness on UCF101, and NTU RGB-
D, which are both action datasets; the former is a popular
dataset, but models trained on it usually fail to generalize
to other datasets; the latter is a controlled dataset with mul-
tiple available nuisance labels. By using NLS, our trained
model will be insensitive to viewpoint or human appearance
changes.

Though NLS is simple and intuitive, collecting enough

1541



training data with nuisance labels is a non-trivial issue. We
answer this challenging question by giving out three prac-
tical and low-cost ways of acquiring nuisance labels: 1)
image processing parameters when doing data augmenta-
tion; 2) metadata in the data collection procedure; 3) render-
ing parameters from synthetic data generation. These three
types of data are free and often ignored; Fig. 1 vividly illus-
trates the idea of making waste profitable. We describe in
detail how we get nuisance labels from these three sources
in Sec. 3.3 and demonstrate the effectiveness in the ex-
periment section. Previously, extra labels other than the
task label have been proved effective in intermediate super-
vision [16] and multi-task learning [38]. Compared with
them, nuisance labels in our method are easy to collect be-
cause they all come from the processing steps of data gen-
eration.

Our module is generic and easy to use. It is not restricted
to tasks or models and can be attached to any existing mod-
els, which makes our method widely applicable. The im-
provement by NLS is totally for free because the nuisance
labels come from the data generation process, which costs
no time to annotate. Besides, NLS only works during the
training time and adds no extra calculation to inference.

In addition to NLS, we explore using nuisance labels for
understanding model robustness. We diagnose model de-
pendency on a certain nuisance factor and analyze its re-
lationship with robustness. The results show the more a
model relies on nuisance factors, the worse it performs on
test set with different nuisance factor values.

The contribution can be summarized as follows:

• We propose a Nuisance-label Supervision (NLS) mod-
ule to improve model robustness by breaking spurious
correlation. The module is generic and can be applied
to different tasks and models.

• We propose three practical and low-cost ways of ac-
quiring nuisance labels. Besides existing annotations,
parameters from data augmentation and synthetic data
can also be used for generating nuisance labels.

• Extensive experiments demonstrate the effectiveness
of improving model robustness to image corruption
and appearance changes. Nuisance labels are used to
further understand over-fitting and model robustness
improvement.

2. Related Work

Robustness against irrelevant perturbations. Recent
works attempt to solve generalization failure by data aug-
mentation and bias mitigation. Cubuk and Zoph [7] pro-
posed AutoAugment for searching improved data augmen-
tation policies; Hendrycks and Mu [13] proposed image

processing technique AugMix, Rusak and Schott [29] in-
troduced adding Gaussian noise to training data (GNT) and
novel adversarial noise generator (ANT) to overcome un-
seen corruptions. These approaches focus on increasing
data diversity while not making use of intermediate labels.
Singh et al. [31] used CAM [41] and feature-slitting meth-
ods to decorrelate category and its co-occurring context but
only applicable to fixed category pairs. Approaches [1, 14]
utilized extra labels to mitigate bias in feature representa-
tions, such as removing gender bias from age classification.
While we focus on multiple factors, especially those rarely
explored, and make use of parameters in synthetic data and
data augmentation, which are cheaper labels compared with
other work.

Action Recognition. Action recognition model robust-
ness to nuisance factors has gradually received more atten-
tion in recent years and is found to be fragile. Lyu et al. [21]
showed TSN [37] and I3D [4] make predictions relying on
irrelevant information, such as related objects. Li et al. [17]
revealed that current action datasets are biased towards the
scene, objects or people. Thus our work focuses on RGB-
based models and tries to increase their robustness even
learning from a biased dataset. Choi et al. [6] introduce
two adversarial losses to remove background effect while
our work focus on multiple nuisance factors, including both
2D image corruptions and 3D factors e.g. viewpoint.

Usage of extra labels. Intermediate supervision and
multi-task focus on the usage of extra labels. Multi-task
learning focuses on related tasks. e.g. pose estimation and
action recognition [12], surface normals and depth [24],
etc. While we use labels not specifically annotated for any
tasks, but parameter labels with less semantic meanings.
DSN [15] is the first to propose the concept of deep supervi-
sion where the final label is used for supervising intermedi-
ate layers in a network. Furthermore, Li et al. [16] utilized
intermediate shape concepts acquired from rendered data to
supervise CNN hidden layers and achieved synthetic to real
generalization. Whereas nuisance labels used in our method
is different from the final label or intermediate concepts,
which are easy-acquired but often ignored.

Synthetic data in vision tasks. Synthetic data is widely
used as augmentation and shows merits on vision tasks. The
domain gap between synthetic and real is always a prob-
lem to solve and the various intermediate information dur-
ing rendering is rarely utilized. Previously, domain random-
ization [33] is a popular way for bridging the real-sim gap.
On the one hand, our proposed NLS helps reduce the do-
main gap and offers a good way for using extra informa-
tion. On the other hand, synthetic data serves as a source
of nuisance labels, providing a larger application space for
our method, including action recognition [8, 39, 34], pose
estimation [5, 26, 27], segmentation [35, 25, 28], etc.

1542



3. Method
This section can be roughly divided into four parts. First,

we formulate the problem of using nuisance labels to im-
prove model robustness (Sec. 3.1). Second, we illustrate the
structure and adversarial training procedure of our proposed
NLS module (Sec. 3.2). Third, we show the generation of
nuisance labels and synthetic data (Sec. 3.3). Finally, we
define Dependency Degree on Nuisance Factor and study it
with nuisance labels (Sec. 3.4).

3.1. Problem Statement

The objective of our work is to weaken the influence of
nuisance factor perturbations by making full use of nuisance
labels. We demonstrate our method on action recognition
tasks because the action model is easily affected by various
factors.

We aim to train a model robust to nuisance factor per-
turbations, especially when training and testing data have
different nuisance factor values. We suppose the process of
making prediction y is written as:

y = F (x) = F (D(ϕ, ψ)) (1)

where F denotes the model, y denotes model prediction,
the factors for generating input x ∈ X can be divided into
essential factors ϕ ∈ Φ and nuisance factors ψ ∈ Ψ, D
represents data generator. Thus an ideal model robust to
nuisance factors should meet the following characteristics:

∀ψi, ψj ∈ Ψ, F (D(ϕ, ψi)) = F (D(ϕ, ψj)) (2)

where no matter what value nuisance factors take, as long
as essential factors do not change, final prediction should
stay the same.

In order to better illustrate the problem, we give the
definition of important terms. Examples specific to action
recognition are given after the definition of each term.
Nuisance Factors (Ψ): factors irrelevant to final predic-
tion. The values of nuisance factors are nuisance labels
and can be acquired from the data generation procedure. In
this work, we divide the nuisance labels into three types ac-
cording to their resources: 1) image processing parameters;
2) metadata in the data collection procedure; 3) rendering
parameters from synthetic data generation. The details are
shown in Sec. 3.3
Essential Factors (Φ): factors decisive to final prediction.
For action recognition, Φ is human motion, which is di-
rectly relevant to action definition.
Task Label (Y ): label for the main task. Task label does
not necessarily equal essential factor labels, it is decided by
essential factor values. Task label is unique in a certain task
while essential factors may be more than one. For example,

the essential factor in action recognition is human motion,
and the task label is an action class.

To achieve the goal, we want the extracted features to
contain the least information about nuisance factors. Most
classification model F can be divided into feature extractor
f with parameter θf and classifier g with parameter θg . In
this way, the objective can be defined as:

min
θf

I(ψ; f(x; θf )) (3)

where input data x ∈ X , nuisance factor ψ ∈ Ψ, I(a; b)
denotes the mutual information between a and b.

The intuition behind minimizing mutual information be-
tween ψ and f(x) is that the main task classifier g takes
extracted features f(x) as input, so if f(x) contains no in-
formation about nuisance factors, g will not utilize nuisance
factor features, thus being robust to nuisance factor pertur-
bations.

3.2. Nuisance-label Supervision (NLS) Module

In this section, we present the formulation of the pro-
posed nuisance-label supervision module. The module uti-
lizes nuisance labels as extra supervision, in order to train a
feature representation with the least information about nui-
sance factors.

Overview. We give an overview of the whole network
architecture in Fig. 2. We utilize adversarial training to
achieve the goal of ”removing nuisance information” in-
spired by [10]. We divide input data into two parts: 1) data
w/o nuisance labels, 2) data w/ nuisance labels. On the one
hand, both inputs are put through a feature extractor and
classifier the same as normal action recognition pipeline.
On the other hand, data with nuisance labels is additionally
put into NLS module for training feature representation. In
this process, nuisance labels are used as extra supervision
signals and output an adversarial loss.

Architecture. The NLS module consists of two parts:
gradient reversal layer [10] and nuisance factor classifier as
is shown in Fig. 3. The module input is extracted features
and nuisance labels. The nuisance factor classifier is to pre-
dict labels of a certain nuisance factor, while corresponding
nuisance labels are used for calculating a cross-entropy loss,
which is widely used for classification tasks. The gradient
reversal layer multiplies the gradient by a negative constant
during the back-propagation process, making the input fea-
tures as indistinguishable as possible for the nuisance factor
classifier and ensuring the training is in an adversary way.

Lψ = E(x,ψ)∼(X,Ψ)Lce(h(f(x; θf ); θh), ψ) (4)

where Lce denotes cross-entropy loss.
Usually, there is more than one nuisance factor in a task,

so we use multiple nuisance factor classifiers (hp) to deal
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Figure 2. The pipeline of the proposed method. The blue arrow represents data w/o nuisance labels while the red arrow represents data w/

nuisance labels. Both inputs are put through feature extractor f and classifier g as yellow arrow shows. Additionally, data with nuisance

labels is put into NLS module for training feature representations. (Better view in color)
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Figure 3. The architecture of Nuisance-label Supervision Module.

The module consists of gradient reversal layer and nuisance factor

classifiers. The module input is extracted features and nuisance

labels. And the module is supervised by the nuisance adversarial

loss Lψ .

with each nuisance factor, then aggregate the outputs. The

nuisance adversarial loss for multiple factors is defined as:

Lψ =
∑N

p=1 Lψp , where superscript p denotes the pth type

of nuisance factors, and N denotes the number of nuisance

factors matter in the task. Fig. 3 also illustrates how we deal

with multiple nuisance factors in NLS module.

Training Procedure. Additional to removing nuisance

factor effects, we certainly need the model to learn useful

features for the main classification task:
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C o ntr ol Vi e w p oi nt C o ntr ol A ct or A p pr . C o ntr ol B G

R e al D at a S y nt h eti c D at a

Fi g ur e 5. E x a m pl es of s y nt h eti c d at a. T h e a p p e ar a n c e is si mil ar
i n e a c h r o w a n d diff er e nt i n e a c h c ol u m n. B ut t h e a cti o n l a b el of
e a c h r o w is t h e s a m e. S o a r o b ust m o d el n e e ds t o b e i n v ari a nt t o
t h es e dr a m ati c n uis a n c e f a ct ors c h a n g e. We utili z e n uis a n c e l a b els
fr o m s y nt h eti c d at a t o a c hi e v e t his g o al.

c a n s a v e t h e k er n el si z e, t h es e c a n b ot h b e us e d as n uis a n c e
l a b els.

Si mil arl y, s o m e e xisti n g r e al d at as ets als o c o nt ai n s u c h
i nf or m ati o n, i. e. m et a d at a d uri n g d at a c oll e cti o n. P e o pl e
r e c or d m et a d at a o nl y f or e v al u ati o n or s h o wi n g r a n d o mi z a-
ti o n, w hil e it c a n b e us e d i n tr ai ni n g as w ell. F or e x a m pl e,
p e o pl e c oll e ct N T U R G B- D d at as et i n a c o ntr oll e d w a y, t h at
f or e a c h vi d e o, t h e r e c or di n g e n vir o n m e nt, s u bj e ct a p p e ar-
a n c e, a n d c a m er a vi e w p oi nt ar e all s a v e d. T his i nf or m ati o n
c a n b e r e g ar d e d as n uis a n c e l a b els.

S y nt h eti c d at a g e n er ati o n off ers a c o n v e ni e nt w a y t o m a-
ni p ul at e m ulti pl e f a ct ors i n t h e virt u al w orl d a n d w e c a n
e asil y r e a c h t h e gr o u n d tr ut h of t h es e f a ct ors. I n o ur w or k,
w e us e C G r e n d er er Bl e n d er 1 t o m a ni p ul at e vi e w p oi nt, t e x-
t ur es i n t h e virt u al w orl d, as is s h o w n i n Fi g. 4 ( m or e d et ails
ar e i n A p p e n di x). We s a v e c a m er a p ositi o n, a ct or a p p e ar-
a n c e i d a n d b a c k gr o u n d i d as n uis a n c e l a b els. T h e e x a m pl es
of o ur C G s y nt h eti c d at a ar e s h o w n i n Fi g. 5.

3. 4. D e p e n d e n c y D e g r e e o n N uis a n c e F a ct o r

B esi d es s er vi n g as e xtr a s u p er visi o n si g n als, n uis a n c e l a-
b els ar e als o us e d t o pr o b e m o d el d e p e n d e n c y d e gr e e o n
c ert ai n f a ct ors.

We d esi g n D e p e n d e n c y D e gr e e o n N uis a n c e F a ct or t o
q u a ntit ati v el y m e as ur e h o w m u c h a tr ai n e d f e at ur e e xtr a c-
t or f o c us es o n n uis a n c e f a ct ors. We att a c h a cl assi fi er t o
a tr ai n e d f e at ur e e xtr a ct or t o pr e di ct t h e c orr e ct l a b el of a
c ert ai n n uis a n c e f a ct or. D uri n g tr ai ni n g, w ei g hts i n t h e f e a-
t ur e e xtr a ct or ar e fr o z e n w hil e p ar a m et ers i n t h e att a c h e d
cl assi fi er ar e o pti mi z e d. F or a cl assi fi c ati o n t as k, t h e w orst
p erf or m a n c e c orr es p o n ds t o t h e r a n d o m g u ess of i n p uts t o
cl ass es, i. e. c h a n c e l e v el p erf or m a n c e; t h e c h a n c e l e v el p er-
f or m a n c e o n a n uis a n c e f a ct or ψ is d e n ot e d as A c c R a n d (ψ ).
T h us w e d e fi n e t h e m o d el d e p e n d e n c y d e gr e e o n a c ert ai n
n uis a n c e f a ct or ψ b as e d o n tr ai n e d f e at ur e e xtr a ct or f as:

D e p (ψ |f (x )) = l o g
P r e c (ψ |f (x ))

A c c R a n d (ψ )
( 8)

1 htt ps:// w w w. bl e n d er. or g/
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G a u ssi a n N ois e S alt & P e p p er N ois e M e di a n N ois e

Gr a y S c al e M ulti pl y H u e G a m m a C o ntr ast

G a ussi a n Bl ur M oti o n Bl ur M e di a n Bl ur

A p p e ars i n b ot h 
Tr ai ni n g a n d T esti n g A p p e ars o nl y i n T esti n g

Fi g ur e 6. E x a m pl es of i m a g e c orr u pti o ns a p pli e d o n U C F 1 0 1
d at as et. T h e l eft c ol u m n is t h os e us e d b ot h i n tr ai ni n g a u g m e n-
t ati o n a n d i n t esti n g. T h e ri g ht t w o c ol u m ns ar e t h os e us e d o nl y
f or t esti n g. We w a nt t o st u d y m o d el g e n er ali z ati o n t o c as es o utsi d e
tr ai ni n g a u g m e nt ati o n.

w h er e P r e c (ψ |f (x )) is t h e pr e cisi o n of t h e att a c h e d cl as-
si fi er. W h e n t h e d e p e n d e n c y d e gr e e g o es d o w n t o z er o, t h e
n uis a n c e f a ct or cl assi fi er r e a c h es c h a n c e-l e v el p erf or m a n c e,
t h us e xtr a ct e d f e at ur es c o nt ai n n o i nf or m ati o n r el at e d t o t h e
n uis a n c e f a ct or. T h e d e fi niti o n is i ns pir e d b y D at as et Bi as
i n [ 1 7] w hil e it pr es e nts t h e d at as et d e p e n d e n c y a n d o urs
pr es e nts t h e m o d el d e p e n d e n c y o n s o m e f a ct or.

4. E x p e ri m e nts

I n t his s e cti o n, w e e x pl ai n s et u ps a n d s h o w r es ults of o ur
e x p eri m e nts. T h e s et u ps i n cl u di n g d at as et a n d i m pl e m e n-
t ati o n d et ails ar e s h o w n i n S e c. 4. 1 a n d S e c. 4. 2. T h e e x-
p eri m e nt r es ults ar e or g a ni z e d b y n uis a n c e-l a b el t y p es, i. e.
i m a g e pr o c essi n g p ar a m et ers, r e al m et a d at a a n d r e n d eri n g
p ar a m et ers ( S e c. 4. 3, 4. 4, 4. 5). A n d t h e a bl ati o n st u d y
of t h e r el ati o ns hi p b et w e e n m o d el r o b ust n ess a n d n uis a n c e
f a ct or d e p e n d e n c y is s h o w n i n S e c. 4. 6.

4. 1. D at as ets

We e v al u at e o ur m et h o d o n t hr e e d at as ets: M NI S T-
C [ 2 3], U C F 1 0 1 [ 3 2] a n d N T U R G B- D [ 3 0].

M NI S T- C [ 2 3] . T his is a s m all-s c al e h a n d writt e n di gits
d at as et, i n cl u di n g a tr ai ni n g s et of 6 0, 0 0 0 e x a m pl es, a n d a
t esti n g s et of 1 0, 0 0 0 e x a m pl es wit h 1 5 t y p es of c orr u pti o ns
a p pli e d t o t h e ori gi n al M NI S T t est s et.

U C F 1 0 1 [ 3 2] . T his is a l ar g e d at as et wit h 1 0 1 h u m a n
a cti o ns fr o m vi d e os i n t h e wil d; it c o nsists of o v er 1 3 k cli ps
a n d 2 7 h o urs of vi d e o d at a wit h fi v e t y p es of a cti o n cl ass es.
We us e it t o pr o v e o ur pr o p os e d m et h o d o n 2 D n uis a n c e
f a ct ors. We b uil d a s p e ci al t est s et t o e v al u at e t h e m o d el
r o b ust n ess o n i m a g e c orr u pti o ns, as s h o w n i n Fi g. 6.

N T U R G B- D [ 3 0] . T his is a c o ntr oll e d h u m a n a cti o n
d at as et wit h 6 0 diff er e nt a cti o n cl ass es; it c o nt ai ns m et a d at a
b esi d es a cti o n l a b els, i n cl u di n g c a m er a vi e w p oi nt, a ct or a p-
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pearance, and recording environment. The metadata can be
used as nuisance labels in NLS module. In addition, with
these annotations, we create a more challenging data split,
denoted as Cross-Nuisance (CN) split, where training and
testing sets share no overlap on these three factors (details
shown in Appendix). This split is for evaluating model ro-
bustness to 3D nuisance factor perturbations.

4.2. Implementation Details

Network architecture. For MNIST-C, we use the same
architecture as in [22]. For action recognition, we choose
I3D [4] network as the baseline. We initialize the net-
work with inflated weights from the 2D Inception network
pretrained on ImageNet [9]. At training time, we ran-
domly sample 16 consecutive frames temporally, rescale the
shorter side of all input frames to 226 pixels and randomly
crop a 224× 224 patch from each frame. The left-right flip
is randomly applied as 2D data augmentation. At test time,
we temporally sample three fragments evenly from the full
video.

Our proposed NLS module is applied to the input fea-
ture map of the main task classifier. We choose α = 0.5 for
gradient reversal layer [10], which is the coefficient for re-
versed gradient during backpropagation. The nuisance clas-
sifier in NLS module is a three-layer MLP, with 1024 nodes
in each layer.

Training Details. For MNIST-C, we train the network
following the same rule as in [29]. For action recognition,
we set batch size as 8 on each GPU. We use SGD optimizer
with momentum = 0.9, weight decay = 1e-4. The initial
learning rate equals 0.01 and decays to 10% when accu-
racy on validate set saturates. In order to prevent NLS from
back-propagating noisy signals at the beginning of training,
we set λ=0 for 10 epochs, then increase it to 0.05 for the
rest of the training. We set λ so small because we want Lψ
to work as a regularization term, not to interfere with the
main task training.

Synthetic Data Generation. When generating synthetic
data for NTU RGB-D, animation data captured from Mi-
crosoft Kinect [40] are used to drive 3D human skeletal
meshes from MakeHuman2. Following the concept of do-
main randomization [33], the textures for human appear-
ance and background are randomly sampled from 1000 im-
ages within the MSCOCO dataset [18]; the camera is ran-
domly set on 240 positions to record videos.

4.3. NLS on Image Processing Parameters

In this section, we use corrupted data as augmentation
and regard its processing parameters as nuisance labels. We
regard GNT and ANT1×1 in [29] as the comparison, where
Gaussian Noise and adversarial noise is added to part of the
training data respectively as data augmentation.

2http://www.makehumancommunity.org/

Model Clean MNIST-C
Baseline 99.13 86.86
GNT 99.40 92.39
ANT1×1 99.37 92.33
GNT+NLS 99.44 92.51

Table 1. Accuracy on MNIST (clean data) and MNIST-C (cor-
rupted data) test sets. We compare our NLS with GNT and
ANT1×1, where models trained with noise and our NLS module.

MNIST-C Experiments. We use experiments on
MNIST-C [23] to evaluate models on image corruptions.
MNIST-C is a simple but popular dataset for people to study
image corruption. Our proposed method NLS module is
applied to GNT, where we regard Gaussian Noise standard
deviations as nuisance labels. The results are shown in Ta-
ble 1. Our method surpasses GNT and ANT on both clean
data and corrupted data.

UCF101 Experiments. We further evaluate NLS mod-
ule dealing with image corruptions on UCF101 dataset. We
build a corrupted test set to evaluate the model robustness on
image corruptions, as shown in Fig. 6. For each corruption,
we study three types. As for the data augmentation baseline
Aug, we choose only one for augmentation during train-
ing. During testing, all the types are applied respectively.
We add one nuisance factor classifier for each type, through
which only augmented data with corresponding corruption
will pass. For comparison, we train an ANT1× 1 and apply
adversarial noise to each frame in a video sequence.

The results are shown in Table 2. We display accuracy on
the clean test set and our designed corrupted test sets. The
number is the mean value on three splits of UCF101. Aug
has a good improvement on the corrupted test set especially
on noise compared to the baseline but brings harm to clean
data. Adding NLS further lifts model accuracy on clean
data by 0.43% and corrupted data by 0.55% while adding
adversarial noise to video data has marginal improvement.
Though in some cases NLS is not the best, we highlight the
consistent improvement compared with Aug.

4.4. NLS on Real Metadata

In this section, we evaluate NLS on real metadata in
NTU RGB-D dataset, using its metadata, including camera
viewpoint, actor appearance, and recording environment, as
nuisance labels.

We conduct experiments on CN split (Sec. 4.1) and study
three factors: viewpoint, actor appearance, and background
in action recognition tasks. We study both real metadata and
rendering parameters on the same dataset NTU RGB-D, so
we denote adding NLS on real metadata as Real NLS and
adding NLS on synthetic rendering parameters as Sim NLS
(shown in Sec. 4.5).

The results of Real NLS are shown in the top two rows in
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Model Clean Mean Noise Color Blur
Gauss. Salt. Lap. Gray MulHue. Contra. Gauss. Med. Mot.

Baseline 93.41 77.85 63.17 45.15 47.65 90.58 90.57 92.62 92.53 87.80 90.60
Aug 92.30 90.18 90.36 87.17 89.07 91.58 89.69 91.43 92.00 89.61 90.70
ANT1×1 93.10 78.56 67.36 47.63 48.50 90.68 90.72 92.07 92.04 87.50 90.57
Aug+NLS 92.73 90.73 91.07 87.79 89.58 91.90 90.31 91.57 92.57 90.64 91.10

Table 2. Top-1 accuracy on UCF101 original and corrupted test sets. Aug refers to data augmentation that three types of image corruptions
are used as data augmentation during training.

Model Accuracy F1 Score
Baseline 64.50 66.92
Real NLS 65.57 67.32
Sim Aug 68.75 70.99
Sim Aug+ANT1× 1 68.04 71.05
Sim Aug+Sim NLS 70.40 73.03
Sim Aug+Real&Sim NLS 70.64 73.38

Table 3. I3D accuracy and F1 score on NTU RGB-D Cross-
Nuisance (CN) split. Real NLS refers to applying NLS to real
metadata and Sim NLS refers to applying NLS to synthetic render-
ing parameters. Sim Aug refers to using CG synthetic data as data
augmentation.

Method Modality CS CV
Hands attention [2] RGB+Skeleton 84.8 90.6
DA-Net [36] RGB+Flow 88.1 92.0
Pose evolution [19] RGB+Depth 91.7 95.3
Hands attention [2] RGB 75.6 80.5
Pose evolution [19] RGB 78.8 84.2
Multi-task [20] RGB 85.5 -
Glimpse clouds [3] RGB 86.6 93.2
I3D [4] RGB 90.2 95.2
I3D + Real NLS RGB 90.7 95.6

Table 4. Comparison with state-of-the-art on standard splits of
NTU RGB-D dataset. Our method achieves the highest perfor-
mance within all the approaches using only RGB input.

Table 3. Adding Real NLS brings an accuracy improvement
of 1.07% compared with the baseline model. The accuracy
improvement is totally for free because no extra data is used.

Comparison with State-of-the-art. We conduct exper-
iments on NTU RGB-D standard CV and CS splits, and
compare it with state-of-the-art methods using RGB only.
Note the data we use is totally the same as that in other
methods. The results are shown in Table 4. Based on the
strong baseline I3D, our proposed method reaches the best
performance within RGB-based models, bringing accuracy
improvement by 0.5% and 0.4% on two splits respectively.
Besides, comparing with the results on CN split in Table 3,
we observe that when the split is harder, the improvement
brought by NLS is larger.

Model Real Accuracy
DR 18.16
DR + NLS 20.40

Table 5. Top-1 accuracy on NTU RGB-D real test set of I3D
trained on domain randomization (DR) synthetic data w/ and w/o
adding NLS. We train models purely on synthetic data to show that
NLS has ability of reducing domain gap.

4.5. NLS on Rendering Parameters

In this section, we evaluate NLS on rendering parame-
ters, denoted as Sim NLS. The real dataset setup is the same
as in Sec. 4.4. We generate CG synthetic data following
rules in Sec. 3.3 as data augmentation, randomizing view-
point, actor and background respectively, denoted as Sim
Aug. We add ANT1×1 noise to synthetic training data as a
comparison.

The results of Sim NLS are shown in Table 3. Adding
CG synthetic data into training brings an accuracy improve-
ment of 4.25% while using Sim NLS further lifts the per-
formance by 1.65%. We notice ANT1×1 has no improve-
ment for 3D factor robustness, which shows the limitation
of current 2D augmentation methods. We also study the
effectiveness of adding Real and Sim NLS simultaneously,
which reaches the best performance on CN test set.

Domain Generalization. We explore NLS module po-
tential in domain generalization. The models are trained on
pure synthetic data and tested on real data. The synthetic
data is generated following the rule of domain randomiza-
tion [33].

The results of adding NLS on viewpoint, actor appear-
ance, and background together are shown in Table 5. After
adding NLS on synthetic rendering parameters, the model
accuracy on real data improves observably by 2.24%.

4.6. Ablation Study

4.6.1 NLS on single type of corruption

Besides applying NLS on multiple nuisance factors, we
study the performance improvement on a single factor. We
apply NLS to single image corruption on UCF101 dataset.
We augment training data by one type of image augmenta-
tion and add the corresponding NLS.
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Model Gauss. Salt. Lap.
Baseline 63.17 45.15 47.65
+Noise Aug 90.28 87.70 89.24
+Noise Aug+NLS 90.63 88.27 89.59

Gray MulHue. Contra.
Baseline 90.58 90.57 92.62
+Color Aug 92.57 91.00 92.14
+Color Aug+NLS 92.57 91.16 92.13

Gauss. Med. Mot.
Baseline 91.21 90.60 87.80
+Blur Aug 92.16 90.97 88.76
+Blur Aug+NLS 92.61 91.50 88.94

Table 6. Model accuracy on each corruption type in UCF101 test
set. Only one type of corruption and its corresponding NLS are
added to each model.

The results in Table 6 show that NLS on a single nui-
sance factor also improves model robustness. No matter
NLS is applied to which factor, the performance is better
than only using augmentation. One interesting phenomenon
is that NLS brings an even larger lift to unseen corruptions,
such as Salt and Pepper Noise and Median Blur, showing
the ability for domain generalization.

4.7. Whether NLS helps reduce over-fitting

We design experiments to study whether NLS helps re-
duce over-fitting on the corresponding nuisance factor using
NTU RGB-D dataset. In CN test set, all of the three factors
are changed, so it is hard to say whether all the factors ben-
efit from NLS. We apply NLS to one factor each time and
evaluate it on three special test sets: View Diff, BG Diff and
Actor Diff. These sets have only one factor different from
training data, e.g. View Diff has the same actor and back-
ground settings but different viewpoint settings. We regard
the performance improvement on Diff test set as nuisance
factor over-fitting reduction.

Table 7 shows the results. After adding NLS, the cor-
responding factor over-fitting reduces obviously. Adding
background NLS brings the smallest improvement, we ex-
plain it as the background in NTU RGB-D is less distin-
guishable than other factors. In addition, adding NLS on
one nuisance factor also benefits robustness to other fac-
tors, e.g. accuracy on View Diff and BG Diff lifts sharply
when adding NLS only on actor. While in most cases,
adding NLS on three nuisance factors reaches the best per-
formance.

4.8. How much does NLS reduce model dependency
on nuisance factors

We use nuisance labels to diagnose the model depen-
dency degree on each 3D nuisance factor, further explain-
ing the reason for robustness improvement. As defined in
Sec. 3.4, we train the attached nuisance factor classifier with

Model View Diff BG Diff Actor Diff
Baseline 70.96 87.59 87.67
+Sim Aug 73.58 88.46 88.06
+Sim Aug+V NLS 75.1 88.59 88.12
+Sim Aug+B NLS 74.43 88.89 87.71
+Sim Aug+A NLS 74.78 89.15 88.63
+Sim Aug+3F NLS 75.74 89.96 88.31

Table 7. Top-1 accuracy on special test sets, the higher accuracy,
the less over-fitting to a certain nuisance factor. View Diff has only
different viewpoint settings from training set. 3F refers to adding
NLS on three nuisance factors and V, B, A refer to adding NLS on
viewpoint, background, actor respectively.

Figure 7. Model dependency degree on three 3D nuisance factors
w/ and w/o NLS. The random guess for view, BG and actor is
0.42%, 0.1% and 0.1% respectively.

feature extractor weights frozen. Fig. 7 shows the depen-
dency degree changes, all the results are trained and tested
on synthetic data. After adding NLS, the corresponding nui-
sance factor dependency degree decreases sharply.

5. Conclusion

In this paper, we focus on the robustness problem caused
by spurious correlation. We propose a novel module NLS
using nuisance labels as extra supervision to break up spu-
rious correlations, and we give three low-cost ways of ac-
quiring nuisance labels, including image processing param-
eters, real metadata, and rendering parameters. Our pro-
posed module effectively improves model robustness to nui-
sance factor perturbations. We demonstrate its effectiveness
on MNIST-C, UCF101 and NTU RGB-D, handling image
corruption and appearance changes, where our method all
reaches the best performance. Furthermore, we utilize nui-
sance labels to diagnose the model dependency degree on
a certain nuisance factor, explaining the reason why NLS
helps reduce over-fitting. We hope that this work can con-
tribute to the study of nuisance labels usage and enable more
robust models.
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