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Abstract

In this paper, we present a hybrid deep learning frame-
work named CTNet which combines convolutional neural
network (CNN) and transformer together for the detection
of COVID-19 via 3D chest CT images. It consists of a CNN
feature extractor module with SE attention to extract suffi-
cient features from CT scans, together with a transformer
model to model the discriminative features of the 3D CT
scans. Compared to previous works, CTNet provides an
effective and efficient method to perform COVID-19 diag-
nosis via 3D CT scans with data resampling strategy. Ad-
vanced results on a large and public benchmarks, COV19-
CT-DB database, was achieved by the proposed CTNet with
a macro F1 score of 88.21% on the validation set, which
lead ten percentage over the state-of-the-art baseline ap-
proach proposed together with the dataset. Notably, the in-
ference speed of the proposed framework is about ten times
faster than that of the typical CNN frameworks which make
it more promising in actual applications.

1. Introduction

The Coronavirus Disease 2019 (COVID-19), a highly in-
fectious disease, has become a global pademic and posed
serious threats to human worldwide. In order to prevent fur-

*Correspondence: ygu@ccmu.edu.cn; Tel.: +86-1850-008-7987 (Y.G.)

ther spreading of COVID-19 and treat the infected patients
instantly, various examination methods have been proposed
for the diagnosis of COVID-19 [2, 5], of which rRT-PCR
is usually considered as the golden standard for the diag-
nosis of COVID-19 [11]. However, due to the limitation
of sample collection and transportation, the senstivity of
rRT-PCR might encounter some problems. As reported by
the World Health Organization (WHO), the lung infection
was detected in the autosies [13]. Thus, medical imaging of
chest radiography is proved to be useful for rapid COVID-
19 detection [16]. Computed Tomography (CT) was con-
sidered as the precise examination tools since it provided a
3D view of organs especially the lung, which could be used
to locate the lesion areas [3]. In the CT examination, large
volume of CT scans are obtained from persons suspected
of COVID-19, which poses heavy workload on physicians
and radiologists to diagnose COVID-19. There is a great
need to develop some auxilary reliable methods in the med-
ical imaging analysis of COVID-19. As demonstrated by
some studies, machine and deep learning methods might be
a potential approach for the detection of COVID-19 [14].

However, in our pespective, there exists two main short-
ages for the rapid and accurate diagnosis of COVID-19 us-
ing current avaliable DL frameworks. First, the size of
datasets used in these works is limited which makes it hard
to avoid the overfitting problem and reduces the usability
of their works. Second, the preprocess methods of 3D CT
scans are not ideal. Some works only take the slices of CT
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Figure 1. The framework of the proposed CTNet.

scans that are suspected to have related sympotoms into ac-
count [12, 6, 1, 15]. But in actual use case, these meth-
ods require physicians and radiologists to first screen all the
slices and provided the suspected slices to the DL frame-
works which is not ideal to incorporate the method into
clinical practice. The other works take full volumn of CT
scans into consideration. Although this method ensures the
discriminative features were included in the input data, the
training and inference processes are quite time-cosuming.
Moreover, given the large size of each input data, the batch
size is limited which might make the training process un-
stable and hard to converge. Therefore, it is important to
develop DL frameworks on a large and clean COVID-19
detection database and make use of 3D chest CT data prop-
erly and effeciently.

In this paper, we proposed a hybrid deep learning frame-
work named CTNet that combines CNN and transformer
together for the detection of COVID-19 via 3D chest CT
images. We also proposed a hypothese that the relevant le-
sion area is continuous in lung and the features of lesion
area is discriminative for the detection of COVID-19. Based

on the hypothese, we proposed a data resampling method to
reduce the size of input data while preserving useful infor-
mation. The contribution of our paper could be summarized
as following:

1. A effective data resampling method was proposed for
3D CT scans to reduce the size of input while preserv-
ing sufficent information.

2. A hybrid deep learning framework is proposed for the
detetion of COVID-19 which combines a CNN to min-
ing effective features and a Transformer to conduct
feature aggregation.

3. Good performances were achieved by the proposed
framework with a macro F1 score of 88.24% on the
validation set of COV19-CT-DB dataset, which is
more than 18 percent lead of that of the baseline re-
sults released along with the dataset.

The rest of this paper mainly focuses on the introduction
of the proposed method and the corresponding results and
conclusion.
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2. Implementation details
As we know, peformances of DL methods highly rely on

the size and quality of samples. If the size of samples is
quite small, it might be difficult to obtain a framework with
high generative ablity. On the other hand, if the size of sam-
ples is large, it is also important to make use of the samples
properly and effectively. The proposed framework, called
CTNet, provides a novel pespective on how to make effec-
tive use of samples. The pipeline of the CTNet is shown
in Fig.1, from which we can have a intutive sight of the
whole framework. First of all, the proposed DL framework,
called CTNet, is a hybrid DL method consisting of three
componets: the input module with data resampling strat-
egy, the CNN feature extractor module with SE attention
module [4], and the information aggregation module with
the transformer and fully connected (FC) layers.

Given the 3D CT scans as the original input, the input
module applies a resampling strategy following the uniform
distribution to ensure slices in different positions are in-
cluded in the input data for a comprehensive representation
of the original 3D CT scans with a fixed number. The re-
sampled images generated by the input module are then sent
to the CNN feature extractor to extracted sufficient and ef-
fective features. The extracted features were then flatten to
vectors and sent to two branches, transformer brach and FC
branch, and the vectors generated by the two branches were
fused using element-wise-add (EWA) operation. The vector
is then sent to the softmax function to predict the probability
vector for the detection of COVID-19.

2.1. Data resampling strategy

As we introduced in Introduction, the preprocess method
of 3D CT scans matters a lot considering the actual appli-
cation in clinical. Unlike the previous works that only take
the annotated slices or take all the volumns of CT scans, we
proposed a data resampling strategy that following the uni-
form distribution. Since the total number of CT scans varies
from different cases, we firstly set a variable named total-
num to deal with this situation. The resampled number of
CT scans is controled by the variable renumCT which could
be adjusted according to the actual use case (considering the
variance of computation power and memory size). The al-
gorithm contains two branches, one for resampling and the
other for oversampling which is switchable according to the
total number of CT scans and the resampled number of CT
scans. The output is the indexes array of the 3D CT im-
ages. In our study, the value of the renumCT is set to 32 as
default. The process is summarized as following:

2.2. CNN feature extractor with SE attention mod-
ule

The CNN feature extractor is a multi-stage residual neu-
ral network that incorporate the SE attention module to in-

Algorithm 1 Data resampled strategy for 3D CT scans
Input: totalnum,n
Output: indexes(The indexes array of the resampled CT

scans)
renumCT← n
i← 0
indexes← []
if totalnum >= renumCT then
diff = totalnum/(renumCT+ 1)
while i < renumCT do

indexes.append(int(i ∗ diff))
i+ = 1

end while
else

while i < renumCT do
indexes.append(random.choice(totalnum))
i+ = 1

end while
end if

crease the discriminative ability. As shown in Figure. 1,
the CNN can be seperated to two parts, the input convolu-
tion layer and the residual block. The number of the in-
put channels for the input convolution layer is the same
as the number of the resampled CT images. The follow-
ing part is the residual block that adopted the SE module.
In order to achieve a good trade-off between performance
and speed, we adopted the Resnet-18 architecture as the
backbone structure. The structure of the SE module is also
demonstrated in Fig.1, which consists of a global pooling,
two FC layers, the ReLU function, and the sigmoid function
to generate attention vectors with the value range from 0 to
1. Given the resampled CT images as input, the extractor
generates feature maps with N channels. In our study, the
size of the generated feature maps is 512× 28× 28. Global
pooling and flatten operations are performed to transform
the feature maps to a feature vector with a size of 1× 2048.

2.3. Information aggregation module

As introduced previously, the 3D CT scans were resam-
pled and sent to the CNN feature extractor. The output fea-
ture vector is then sent to two braches, the transformer block
and the FC block, to fuse information and generate the fi-
nal prediction. The structure of the transformer is shown in
Fig.1, which consists of two layer normalization, a multi-
head attention module and the multilayer perception mod-
ule. The probability vectors generated by the two branches
are fused using EWA operation to predict the diagnosis re-
sult. Here, the transformer block mainly acts as a feature
encoder module that owns the ability to capture long range
dependecies between differnt elements of the feature vec-
tors, thus bring the framework a nonlinear discriminative
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ability in the prediction. And the FC layer provide a linear
transform from the feature vectors to the predictive vectors.
The combination of the linear predictions and nonlinear pre-
dictions offers a fesible information aggregation approach
which helps improve the discriminative ability of the pro-
posed framework.

2.4. Training details

The framework is trained in an end-to-end and from-
scratch manner on a local machine with two 1080ti GPUs.
The learning rate is set to 0.01, and is decreased following
the step adjust strategy. The total epoches is set to 120, and
the step epoches are 50 and 100. The number of resampled
CT scans is set to 32 in our experiments and the batch size
is set to 32. The size of each CT scan is resized to 224 ×
224. The size of the parameters memory for the CTNet is
21.93 MB.

3. Results
3.1. COV19-CT-DB database

The dataset used in this paper for training and validation
is the COV19-CT-DB dataset [7, 8, 10, 9], which consists
of 5,000 chest CT scans that are annotated as COVID-19.
Data was collected in the period from September 1, 2020
to March 31, 2021. The data were aggregated from differ-
ent hospitals, containing anonymized human lung CT scans
with signs of COVID-19 and without signs of COVID-19.
The database was seperated into three set, the training set,
the validation set and the test set, of which the training and
validation set are publicly avaliable currently while the test
dataset is preserved for competition purpose. The training
set consists of 1560 3D CT scans, including 690 COVID-
19 cases and 870 Non-COVID-19 cases. The validation set
contains 374 3D CT scans, including 165 COVID-19 cases
and 209 Non-COVID-19 cases.The test set contains 3455
3D CT cases. Each CT scan owns different numbers of CT
scans, ranging from 50 to 700. The details were shown in
Table. 1.

Table 1. Distribution of the COV19-CT-DB database.
KACD train val test total

COVID-19 690 870 - 1560+
Non-COVID-19 165 209 - 374+

Total 855 1079 3455 5389

3.2. Evaluation Metrics and experiments

As introduced in the database, the ’macro’ F1 score is
used as the evaluation metric and the score of 0.70 is re-
ported as the baseline score. The ’macro’ F1 score is de-
fined as the unweighted average of the class-wise/label-wise

F1-scores. In our experiments, we conduct two experiments
to validate the proposed framework, one only uses the prob-
ability vector generated by the FC layer and the other uses
the fused probability vector to obtain the diagnosis results.
The performance on the validation set and the test set can
be seen from Table 2. Good performance was achieved by
the CTNet, with a best ’macro’ F1-score of 88.23% on val-
idation set, which is 18.23 percent higher than that of the
baseline approach. Notably, the number of resampled CT
scans is set to 32 in our experiments while that for the base-
line is 700. Besides, the proposed CTNet ranked 7th in the
competition and the inference process of the CTNet cost
only 380ms in diagnosing each case while that for the other
methods involved in this competition are at least ten times
slower than CTNet. Therefore, the CTNet might be more
applicable in actual use cases considering its good perfor-
mance and high inference speed. Besides, as shown in Ta-
ble 2, the combination of FC and Transformer brings the
CTNet better generalization ability. Despite the achieve-
ments made by the proposed CTNet, we can also observe
the performance gap between validation set and test set.
Based on a naive analysis, the reason of the performance
gap might be attributed to the incomplete sampling strategy
given the distributions might be different between valida-
tion set and test set. The sampling strategy could be consid-
ered a context-free pre-process method while there also ex-
ists context-related pre-process methods including lung seg-
mentation. However, the context-related pre-process meth-
ods need consume additional computing resources which is
time-consuming and parameter inefficient. Therefore, the
effective approach with good priori knowledge in the pre-
process of the CT images is remain an open challenge.

Table 2. Performance of the CTNet framework
Method Validation set Test set

Baseline 70.00% 67.00%
CTNet (FC) 87.96% 74.74%

CTNet (Fused) 88.23% 78.86%

4. Conclusion
We present a hybrid deep learning framework called CT-

Net for the detection of COVID-19 via 3D CT scans. The
proposed CTNet provides a novel resampling strategy and
network architecture for the effective mining of 3D CT
scans. Experimental results demonstrated that our resam-
pling strategy and framework achieved a good trade-off be-
tween speed and accuracy with a lead of 18.23 percent on
the macro F1 score and ten times faster than that of the
SOTA baseline method. Ablation studies showed CTNet’s
superior ability to deal with COVID-19 detection with less
requirement of computation power and data.
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