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Abstract

Brain midline shift (MLS), demonstrated by imaging, is
a qualitative and quantitative radiological feature which
measures the extent of lateral shift of brain midline struc-
tures in response to mass effect caused by hematomas, tu-
mors, abscesses or any other space occupying intracranial
lesions. It can be used, with other parameters, to determine
the urgency of neurosurgical interventions and to predict
clinical outcome in patients with space occupying lesions.
However, precisely detecting and quantifying MLS can be
challenging due to the great variability in clinically relevant
brain structures across cases. In this study, we investigated
a cascaded network pipeline consisting of case-level MLS
detection and initial localization and refinement of brain
landmark locations by using classification and segmenta-
tion network architectures. We used a 3D U-Net for initial
localization and subsequently a 2D U-Net to estimate exact
landmark points at finer resolution. In the refinement step,
we fused the prediction from multiple slices to calculate the
final location for each landmark. We trained these two U-
Nets with the Gaussian heatmap targets generated from the
brain’s anatomical markers. The case-level ground-truth
labels and landmark annotation were generated by multiple
trained annotators and reviewed by radiology technologists
and radiologists. Our proposed pipeline achieved the case-
level MLS detection performance of 95.3% in AUC using
a testing dataset from 2,545 head non-contrast computed

tomography cases and quantify MLS with a mean absolute
error of 1.20 mm on 228 MLS positive cases.

1. Introduction

Midline shift (MLS), or the lateral displacement of brain
midline structures, is a quantifiable imaging finding used
in the diagnosis and quantification of mass effect due to
space occupying intracranial lesions such as traumatic and

spontaneous hematomas, tumors and abscesses [22, 1, 20].
MLS is used as an indicator of severity of mass effect, as
well as an indicator of urgency of an intervention [17, 24].

Along with other clinical parameters, it has been shown
to be a predictor of poor clinical outcome in patients with
head injury [17] and with spontaneous intracerebral hemor-
rhage [24]. MLS of more than Smm usually requires care-
ful neurological assessment, close observation, and possi-
ble surgical intervention [10, 2]. Due to the great variabil-
ity in tissue distortion based on underlying pathology and
patient anatomy, accurate automated detection and quantifi-
cation of midline shift is challenging. Modeling radiolog-
ical features for MLS from brain anatomical structure is a
high-level concept, and it is influenced by the anatomical
and pathological variance across subjects, post-operations,
imaging artifact and unclear landmark boundaries. A ro-
bust automated MLS detection system, which could imme-
diately flag studies for urgent review, would be helpful to
efficiently allow timely identification of patients who need
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immediate care by clinicians.

MLS is clinically defined as a shift of the brain past its
center line. It is typically detected and quantified by the
perpendicular distance between the brain’s midline and a
shifted anatomical structure. One common practice is to
use the maximum distance from the midline formed by the
anterior falx (AF) and posterior falx (PF) to the septum pel-
Iucidum (SP), measured at the axial level of the foramen of
Monro (FM) [10] as shown in Figure 1. Several approaches
have been studied for computational MLS modeling from a
3D head CT scan. The symmetry-based approaches rely on
the idea that the brain exhibits rough local symmetry around
the midline [ 1, 3]. Thus, local symmetry features have
been used to construct the deformed midline (DML), fol-
lowed by measuring the midline shift. The construction of
DML requires complex geometric settings, and that is less
flexible to incorporate different image feature conditions.
The landmark-based approaches presented in [21, 13] rely
on anatomical markers to measure MLS distance. The best
candidate markers are selected to construct the deformed
midline; then, they are compared with the ideal midline
for MLS quantification. Recent studies using deep learning
also primarily take a landmark-based approach to estimate
MLS. Jain et al. [8] applied a 3D U-Net to segment and de-
tect landmarks in 38 computed tomography (CT) images for
MLS estimation on a pre-defined range of candidate slices.
The potential challenge would be less accurate determina-
tion of appropriate axial slices and the requirement of accu-
rate in-plane orientation estimation of these axial slices to
measure the perpendicular MLS distance. Pisov et al. [16]
proposed a combination of deep regression and classifica-
tion to predict the midline and its limits for quantification.
This solution is restricted to 2D MRI slice images, and it
requires line annotation (multiple points) for the regression.

In this study, we focus on developing a robust MLS de-
tection and measurement prototype consisting of multiple
computational modules for 3D CT images. 3D CT im-
age classification and regression of landmark locations us-
ing a single deep network could be prone to overfitting and
may not provide desired accuracy due to the challenges de-
scribed above. To overcome these challenges, our proposed
MLS estimation pipeline utilizes a cascaded approach. It
first performs case-level detection, then followed by a mea-
surement of MLS in 3D CT volumes. In the next step, we
refine MLS on the 2D planes with higher resolution by se-
lecting three consecutive axial slices instead of using a sin-
gle slice to make the prediction more robust. The final MLS
is quantified from the fused locations of these detected land-
marks on three slices.

2. Method

Our proposed system has two major modules: MLS de-
tection and quantification, which are performed by cascaded

Figure 1. The clinical definition of brain midline shift (MLS) on a
head non-contrast CT scan. Image Courtesy: New York University
Langone Health.
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Figure 2. Midline shift (MLS) estimation pipeline.

operations using a DenseNet and U-Nets that are commonly
employed in medical image analysis tasks. For MLS detec-
tion (Stage 1), the case-level MLS classification was per-
formed by a 3D DenseNet [7] that takes a 3D CT volume
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Figure 3. The cascaded 3D U-Net and 2D U-Net architecture for brain landmark heatmap prediction in Stage 2 & 3. Image Courtesy: New

York University Langone Health.

as an input. MLS quantification takes a 3D CT volume
with MLS detected by the previous module and consists
of the next three stages: 2) The detection of 3D regions
of interest (ROIs); 3) The refinement of three brain land-
mark points: AF, PF and SP; and 4) The fusion of de-
tected landmarks across axial slices. For the quantification
stages, we employed U-Nets [18] to predict the Gaussian
heatmaps of landmark points. In stage 2, a 3D U-Net de-
tected 3D heatmaps of ROIs, and the landmark points were
estimated as the centroids of those ROIs by connected com-
ponent analysis in the 3D image volume. The image slice at
the Z coordinate of the second landmark SP was extracted
as an FM axial level for further prediction. Stage 3 used
the selected slice as an input, and a 2D U-Net predicted a
2D Gaussian heatmap to refine the location of three land-
mark points at higher resolution. If the prediction in the
2D heatmap deviates from the 3D prediction by a certain
amount selected empirically, the 3D prediction in Stage 2 is
used as a fall back option. At the FM level, SP serves as the
actual midline. The ideal midline was constructed from two
points AF and PF. Then the midline shift was estimated by
the closest distance from SP to the ideal midline of AF and
PF. Figure 2 depicts a diagram of our overall working pro-
cedure for midline shift estimation, and Figure 3 illustrates
the pipeline of landmark detection in our workflow.

2.1. Stage 1: Detect a case with MLS

To classify MLS cases from normal cases, we built a 3D
DenseNet [7] that takes a 3D CT volume as an input that
is resampled to have image dimensions 256 x 256 x 64.
The 3D network uses isotropic 3D kernels to balance res-

olution and speed with deep dense blocks that gradually
aggregate features down to a binary output. The network
was trained end-to-end as a classification system using bi-
nary cross-entropy loss and used probabilistic sampling of
the training data to adjust for the imbalance in the training
dataset labels. A separate validation dataset was used for
final model selection before the performance was measured
on the testing set. The first layer of this network consists
of convolution (kernels 7 x 7 x 7)—batch normalization—
ReLU and max-pooling (kernels 3 x 3 x 3, stride 2 x 2 x 2).
The subsequent five dense blocks are isotropic with convo-
lution (kernels 3 x 3 x 3)—batch normalization—ReLU and
Max-pooling (kernels 2 x 2 x 2, stride 2 x 2 x 2) followed
by a final linear classifier. The number of filters in the first
convolution layer was 16, growth rate was 5 and the num-
bers of layers in each block were (2, 2, 3, 4, 4).

2.2, Stage 2: Identify FM axial level, detect 3D
landmarks, and estimate MLS measurement

Instead of predicting landmark locations directly, we first
predicted ROIs to limit the searching range of these land-
mark points in 3D volume images for more efficient estima-
tion. We built a 3D network with the U-Net architecture and
the ResNet [6] backbone using the Medical Open Network
for Artificial Intelligence (MONAI) framework [5]. The
network’s encoder and decoder have four main layers. Each
layer has 16 residual blocks [6] and instance normalization.
Training target was a 3D Gaussian heatmap, which was gen-
erated from three manual landmark annotations of AF, PF
and SP for each volume. We applied connected component
analysis and centroid estimation on those 3D heatmaps to
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detect the 3D landmark points. We then estimated the 3D
midline shift by the distance between 3D point SP to the 3D
line of AF and PF on the detected FM axial level. Since
the Gaussian heatmap target was encoded with continuous
values, we optimized this network’s parameters by using a
mean squared error loss function to minimize the difference
between the prediction output and the training target. Fig-
ure 4 illustrates the location of detected 3D landmarks and
the 3D MLS distance.

2.3. Stage 3: Detect 2D landmarks and refine MLS
measurement

The 2D FM axial slice extracted from the predicted SP
from Stage 2 was fed into the 2D network using the Seg-
mentation Models PyTorch implementation [23] for loca-
tion refinement at higher resolution. This network’s encoder
has three main layers, and each layer contains 16 residual
blocks [0]. We trained the network in the same way us-
ing 2D Gaussian heatmaps. Again, we performed the con-
nected component analysis and estimated centroids as 2D
landmark points, which were used to calculate the 2D MLS
estimate. The threshold for using the 3D landmarks as a
fallback option was selected empirically at 2.5 mm.

2.4. Stage 4: Fuse 2D landmark points from multi-
ple axial slices

Instead of picking a single slice to predict three land-
mark points, we selected three consecutive slices: the slice
at SP’s Z coordinate, at Z-1, and at Z+1 to make our pre-
diction more robust. At first, the location of each landmark
was calculated on each slice. After that, we fused those
results into one location for each landmark using the pro-
posed Algorithm 1. This method aims to find the location
with minimum difference between the detected 2D land-
marks in three slices and the detected 3D landmark based
on Euclidean distance. For each landmark, two locations
with the smallest distance were selected, and then we chose
the location which is closer to the 3D location as the final
2D coordinate of the landmark.

3. Experiments and Results
3.1. Dataset

Anonymized non-contrast head CT volumes were retro-
spectively collected from six centers in the USA, Canada
and India with approval from their respective ethics com-
mittees. The data set comprised 25,037 CT volumes (2,456
MLS positive) acquired from multiple manufacturers in-
cluding Siemens Healthineers, GE Healthcare and Toshiba.
The case-level ground-truth labels were generated by radi-
ological reports which were provided by the contributing
centers and were manually transcribed by a team of trained
annotators (with at least 40 hours of training supervised by a

Algorithm 1: Fuse the 2D landmark predictions
from 3 axial slices
Result: 2D locations of 3 landmark points: AF, PF
and SP
for each landmark in [AF, PF, SP] do
1. Detect the landmark’s 3D location (X, Y, Z);
2. Detect the landmark’s 2D location (x1, y1),
(x2, y2), (x3, y3) on 3 slices: slice at (Z), slice
before at (Z-1), and slice after at (Z+1);
if The landmark’s 2D coordinates are detected

successfully then
1. Compute the distance between each pair

of these 3 detected locations (x1, y1), (x2,
y2), and (x3, y3);

2. Pick the smallest distance, and its two
corresponding 2D locations;

3. Compute the distance of these two 2D
locations to the landmark’s 3D location (X,
Y) in 3D volume;

4. Select the smallest distance to the 3D
location (X,Y), and use its corresponding
2D location (X, y) as the 2D coordinates of
the current landmark;

else
1. Extract the (X, Y) of 3D location to use as

the 2D location (x, y) on 2D slice;

end
end

Figure 4. Prediction of MLS measurement in the 3D Gaussian
heatmap visualization. Image Courtesy: New York University
Langone Health.

radiologist) and reviewed by a radiology technologist (with
a Bachelors in Radiology and medical imaging technologist
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training with one year of training in neuroimaging) and one
of three radiologist (> 5 years of experience). The manual
landmark annotation was similarly performed by trained an-
notators, radiology technologists and radiologists for the all
MLS positive cases. The data was randomly split at pa-
tient level into 19,946 training cases (2,019 MLS positives),
2,545 validation cases (232 MLS positives) and 2,546 test
cases (228 MLS positives). As pre-processing steps, gantry-
tilt was first corrected and then the input image was resized
to the dimension of 256 x 256 x 64 voxels for Stage 1 in
the pipeline. In Stage 2, we resized images into the dimen-
sion of 256 x 256 x 48 voxels. Stage 3 and Stage 4 used
the original slice at high-resolution dimensions which were
mostly 512 x 512 voxels. The MLS positive cases were
used for training and evaluating the quantification perfor-
mance (Stage 2-4). The CT head window parameters level
40 HU and width 160 HU were used.

3.2. Training

In our proposed pipeline, the first network detecting
MLS cases was trained with random initialization. We used
the Adam optimizer [9] with a learning rate 0.001 to min-
imize the binary cross-entropy loss function. Dropout [19]
was applied with a rate of 0.3. For data augmentation, we
applied a random mirror flip for in-plane orientations with
a probability of 0.5 and in-plane random translations that
were limited to 10 voxels in each dimension. We perturbed
the image intensity within a random interval between [-10,
10] HU. We also applied random 3D rotation limited to £3
degrees in each dimension. The next two U-Net models
detecting landmarks were also trained from scratch. The
3D U-Net was trained with the Adam optimizer [9] and a
learning rate of 0.001. The 2D U-Net was trained with the
Adam optimizer [9] and a learning rate of 0.0001. In both
cases, we used the mean squared error loss function to opti-
mize the continuous heatmap output. For the quantification
stages, we did not apply data augmentation on training data.

3.3. Test results and Discussion

Table 1 shows that the first network detected MLS cases
with a sensitivity of 0.89 and a specificity of 0.89. The total
accuracy ended up with 0.89 when using an operation point
providing a balanced performance between sensitivity and
specificity which was 0.13. When using an operation point
0.5 that is biased toward MLS negative cases due to disease
prevalence, the classification accuracy was 0.94. Figure 5
shows the receiver operating characteristic (ROC) curve il-
lustrating the diagnostic ability of our classifier at different
thresholds. The area under the curve (AUC) of our find-
ing was 0.95 on 2,545 CT test cases. We note that [4] had
conducted MLS detection on two other datasets: Qure25k
with 25k images & AUC of 0.93; and CQ500 with 500 im-
ages & AUC of 0.97. Compared to their performance re-

sults, our detection performance in AUC was higher for the
equivalent-size dataset of 25k images, but lower than the
AUC of 500 image dataset.

Among the false positive (FP) case-level detection error
cases, there were two major error types. The first major
FP type was subtle MLS, which was mostly among the 2-5
mm MLS cases. This error type was mostly attributed to
ground-truth label ambiguity (will be described in more de-
tail at the end of this section) and the limited sensitivity of
our method for the subtle MLS cases. The clinical utility
of flagging subtle MLS would depend on each institution’s
clinical workflow. The other major FP type was from the
cases with distorted anatomy. The post-operative cases with
shunt and surgery had deformed anatomical structures that
influenced the network prediction. Also individual anatom-
ical variants such as cavum SP and pathology such as hem-
orrhage were other sources of distorted anatomy. Other
less frequent error types included imaging artifact, incorrect
field-of-view and poor signal-to-noise ratio. For the false
negative (FN) error cases, the major error type was sub-
tle MLS. We observed fewer cases with distorted anatomy
among the FN cases.

Table 1. Case-level MLS detection performance on 2,545 testing
CT cases. The used operation point was 0.13 (refer to Figure 5 for
the ROC curve).

AUC | Sensitivity | Specificity | Accuracy
0.95 0.89 0.89 0.89

ROC MLS detection on head NCCT
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Figure 5. ROC curve for case-level MLS detection on 2,545 testing
CT cases.

In the first stage of the quantification phase (Stage 2), the
3D MLS landmark prediction primarily serves as an initial-
ization and FM axial level detection, but also gives an initial
estimate of MLS. Our test result showed that the differences
between the 3D MLS prediction and its corresponding tar-

491



get had a mean of 1.31 mm and a standard deviation of 1.34
mm.

We used the Z coordinate of the 3D point SP as an in-
dex to select the FM plane/slice containing the 2D landmark
points AF, PF and SP. Figure 6 illustrates the differences be-
tween the model’s prediction and the target of the FM slice
indices for each slice thickness range. The difference of
slice prediction increased when the slice spacing decreased
mostly due to the fact that thinner slice spacing cases can
have multiple similar FM slices. The largest portion of the
slice difference was 0 and 1 (89%). Specifically, in 228
positive test cases, there were 98 cases with zero slice dif-
ference (43%), 104 cases with one slice difference (46%),
16 cases with two slice differences (7%), and 10 cases with
three or more slice differences (4%). Since the number of
cases with a maximum difference of one slice represents
89% of the total test cases, we made the 2D refinement from
three slices Z, Z-1, and Z+1. We then applied Algorithm 1
to fuse all the predicted locations of each landmark into one
final 2D location. According to [14], the typical FM axial
size range is 2-4mm in diameter, and our selection of these
three slices mostly falls into this range.

In Stage 4 of 2D MLS refinement, the test results showed
that the differences between the 2D MLS prediction and
its corresponding target were a mean of 1.20 mm and a
standard deviation of 1.15 mm, which is 0.11 mm smaller
than the 3D estimates in the mean difference. This im-
provement could be attributed to the usage of axial 2D
slices with higher resolution. In [8], the mean difference of
0.86 mm was reported from 38 MLS positive cases. Both
the study [8] and our work’s MLS measurement errors are
within the typical expert user variability which is between 1
and 2 mm, which was shown in our in-house user variability
examination. These outcomes also fall in the clinically ac-
cepted precision range of 2.0 mm for landmark localization
in CT cephalometric analysis [12]. Figure 7 displays the
distribution of our MLS quantification error. In all positive
test cases, the number of cases with a difference of MLS
distance < 1 mm was 130 (57%), 1 — 2 mm was 52 (23%),
2 — 3 mm was 27 (12%), 3 — 4 mm was 15 (7%), 4 — 5 mm
was 3 (1%), and >5 mm was 1 (0.4%). We noted that our
reference standard for these measurements in expert annota-
tion with 1-2 mm variability could have artificially inflated
the results. We also observed that our measurement was
slightly over-estimated in general as shown in Figure 7.

Figure 8 shows the successful estimate cases. The land-
mark AF and PF were detected accurately in most cases.
Although the landmark SP is more difficult to identify, our
proposed method could detect it among different scales of
image objects, and different distortion conditions. The land-
mark SP was also detected based on a rotation of 5 or 10
degrees and a skew on the left or on the right.

Our study has three key limitations. First of all, the case-
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detection for each slice thickness range.

Table 2. Comparison of MLS Estimates from 3D and 2D land-
marks on 228 MLS positive cases.

Difference from GT
ification method (mm)
Quanti Mean Std
3D estimates 1.31 1.34
Final estimates with 2D refinement | 1.20 1.15

MLS quantification error histogram

(-5.0, -4.0] (-3.0,-2.0] (-1.0,0.0] (1.0,2.0] (3.0,4.0]
<-5.0 (-4.0,-3.0] (-2.0,-1.0] (0.0,1.0] (2.0,3.0] (4.0,5.0]

Figure 7. Histogram of MLS quantification error on positive test-
ing cases. X-axis represents absolute error ranges between ground
truth measurements and predicted measurements, and y-axis rep-
resents the number of cases for each error range.

level MLS labels were primarily created from their clinical
reports. For some MLS cases (typically 3-5 mm cases) and
follow-up cases in some longitudinal studies, we observed
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Ground truth
heat map
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Prediction of MLS

Figure 8. The examples of MLS quantification. The columns show input CT slices, target landmarks, and predicted landmarks and MLS
measurements respectively. Image Courtesy: New York University Langone Health and University of Colorado Health.

that their clinical reports did not mention MLS although
MLS is visually present in the corresponding CT images.
Therefore, there could be some ground-truth labeling am-
biguity for subtle cases in our dataset. Secondly, although
our data size is comparable or larger than most prior stud-
ies, the number of MLS positive testing cases may be still
limited due to the small disease prevalence. The general-
ization ability of our detection and quantification capabil-
ity would need to be investigated further with larger testing
datasets. Thirdly, data distribution/size, experiment condi-
tions and evaluation strategies are different among the prior
studies, which makes direct comparison challenging.

4. Conclusions

We successfully developed and evaluated a cascaded
deep network pipeline for classifying an MLS case from
negatives and detecting landmarks to quantify MLS using a
large clinical dataset consisting of 3D head CT scans col-
lected from multiple institutions. Our work avoids com-
plex handcrafted features or complex geometric computa-
tion. For future study, in addition to identifying landmark
locations from Gaussian heatmaps, we will investigate in-
tegrating the landmarks’ coordinates directly into the loss
function of deep neural networks to minimize their error.
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Another future research objective would be to search for

other U-Net like architectures [

], which may help us to

delineate all the spatial features from coarse to fine layers
and their level sequences. The clinical utility of the pro-
posed method will be investigated with better clinically de-
fined targets for assisting practicing physicians and reduc-
ing image exam turnaround time.

Disclaimer

The concepts and information presented in this paper are
based on research results that are not commercially avail-
able. Future availability cannot be guaranteed.
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