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Abstract

The majority of Earth’s surface is situated in the deep
sea and thus remains deprived of natural light. Such ad-
verse underwater environments have to be explored with
powerful camera-light systems. In order to restore the col-
ors in images taken by such systems, we need to jointly esti-
mate physically-meaningful optical parameters of the light
as well as the water column. We thus propose an integrated
in-situ estimation approach and a complementary surface
texture recovery strategy, which also removes shadows as
a by-product. As we operate in a scattering medium under
inhomogeneous lighting conditions, the volumetric effects
are difficult to capture in closed-form solutions. Hence, we
leverage the latest progress in Monte Carlo-based differ-
entiable ray tracing that becomes tractable through recent
GPU RTX-hardware acceleration. Evaluations on synthetic
data and in a water tank show that we can estimate physi-
cally meaningful parameters, which enables color restora-
tion. The approaches could also be employed to other
camera-light systems (AUV, robot, car, endoscope) operat-
ing either in the dark, in fog – or – underwater.

1. Introduction

More than half of Earth’s surface is covered by the deep
ocean[12]. No sunlight reaches the waters below 200m
depth or the seafloor underneath. This rather adversarial
visual environment is – in addition to the lack of natural
illumination – governed by volumetric attenuation and scat-
tering effects that depend on the local water composition.
To explore this – yet mainly uncharted – area, we need to
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Figure 1. Underwater color restoration. The two rows are captured
under different light and medium conditions, the corrected models
are comparable, which is beneficial for monitoring operations.

employ powerful camera-light systems and corresponding
calibration procedures to extract physically-meaningful in-
formation from the data captured in a scattering medium.
Here, image based-methods for water property estimation
can save the deployment of delicate and costly instruments.
Properly estimated optical water parameters can be used to
infer physical or chemical ocean properties, provide infor-
mation about processes or the state of the ocean (e.g. es-
sential ocean variables[26]), or to directly analyse or de-
tect events like algal bloom[11] or sediment suspension[37]
from eddies. Significantly different from imaging with
isotropic illumination, actual light sources exhibit an angu-
lar characteristic depending on the illuminant, the shape of
its reflector and refraction at light housing interfaces to the
water (see Fig. 2). This even holds for natural illumina-
tion 1-2m below the surface but especially for exploration
in the dark with artificial light sources co-moving with the
observer. Exact knowledge of the light, the medium prop-
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Figure 2. Left: Envisioned application and right: resulting views through the camera with different poses. The images are taken with
different light/water parameters per row of the same 3D model. The latter has been published by GSXNet under a CC BY-NC 4.0–license.

erties, and the camera’s response function would allow for
a physically faithful recovery of the colors of objects with
known distance, like shown in the teaser and Fig. 1. Dy-
namic illumination occurs in the deep sea scenario or when
divers use torch lights at night or in caves, but also in en-
doscopic imaging, when driving at night or when robots in-
spect disasters, installations or tunnels with co-moving light
sources. All these scenarios suffer from varying appear-
ance, making faithful or even only consistent large scale
mapping difficult. Cameras are well-suited for estimat-
ing the angular characteristics and relative orientation of
lights, but underwater these parameters intertwine with vol-
umetric scattering and attenuation which makes closed form
solutions challenging. Instead, we leverage recent break-
throughs in differentiable raytracing and GPU acceleration,
which allows to obtain the desired parameters conceptually
similar to training a neural network, i.e. by minimizing a
loss function until raytraced images look like the captured
real images. While this has been used previously in com-
puter graphics and for simulations, we apply this method
directly to a real light source and water.

In this work we strive to integrate the aforementioned
achievements ranging over different fields into the follow-
ing contributions: Specifically, we provide (I) a differen-
tiable non-parametric light model, capable of capturing ar-
bitrary point light shapes (and, implicitly, light orienta-
tions), (II) a fully differentiable piece of water, which can
be optimized for its attenuation and scattering properties in
order to facilitate (III) a color-restoration approach, which
removes shadows on 3D models. The latter is also used as a
verification step for the estimation of the former two mod-
els’ parameters. The approaches were tested in a synthetic
scenario with known ground truth and in a water tank.

This work is the first step of showcasing differential ray-
tracing underwater, we believe it opens up a new way of un-
derwater computer vision, where (volumetric) light effects
are currently blocking many vision applications.

2. Related Work

Differentiable Rendering Recently, there has been a lot
of progress in differentiable rendering research, see e.g.
[22] for a comprehensive overview. This spawned sev-
eral applications like self-supervision for monocular 3D ob-
ject detection[5]. In [16], a differentiable renderer is em-
ployed – and even learned – to predict geometric correspon-
dence fields to refine pose estimates of 3D objects. These
approaches use rasterized rendering-schemes tightly inte-
grated into a neural network. However, in the underwater
domain such an approach is not sufficient to deal with the
dominant effects like attenuation and scattering.

Ray tracing, which recently matured significantly in the
theoretical [36] as well as in the technical domain (e.g.
through NVIDIA’s OptiX leveraging the RTX-features of
the GPUs), is better suited for volumes. In addition, the first
differentiable approach has recently been proposed by [24],
who rely on edge sampling to handle visibility changes. [9]
presented a differentiable version of Mitsuba, used to train
so-called inverse transport networks. They can be used to
find initial parameter values for a scattering medium, which
are subsequently refined through a direct application of the
differentiable renderer. However, the evaluations were only
conducted on artificial scenes. Recently, Mitsuba2 [30] has
enabled differentiable ray tracing by leveraging an underly-
ing jet-based auto-differentiation structure based on Enoki
[20]. In this paper, we investigate differentiable ray trac-
ing directly applied to real images using a pixel-wise pho-
tometric error function, which – to the best knowledge of
the authors – has never been attempted before.

Approaches to light and medium property estimation
Macroscopic models to underwater lighting were proposed
by McGlamery[25] and Jaffe[19]. Based on Preisendorfers
work [38], Mobley[27] discusses light propagation at the
particle level, but the full physical model is difficult to invert
and computationally expensive, for instance, in real ocean
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waters light is not scattered isotropically, but the volume
scattering function depends on (and reveals!) the local com-
position of the water [35]. For “more uniform” illumina-
tion scenarios such as fog, Nayar and Narasimhan[29] have
proposed a much simpler model that then became popular
also for shallow water applications. An essential weakness,
when using RGB images, is that absorption and scatter-
ing coefficients in water[3] vary strongly with wavelength
(also inside the color channels of images), while they less
do so in fog[1], making it difficult to obtain a single at-
tenuation coefficient (e.g. for all “red” parts). Akkaynak
and Treibitz[2] have addressed some weaknesses of the fog
model by a modified backscatter estimation and an extra
step for considering ambient light, which however does not
account for artificial light cones and therefore holds only for
shallow water. In addition, both models are tailored to hori-
zontal imaging, where the Radiative Transfer Equation has a
simple solution, whereas raytracing can cope with arbitrary
directions/angles of light propagation. [42] synthesizes im-
ages based on the direct and the backscatter component of
a signal in a scattering medium to infer the next-best un-
derwater view based on and information gain criterion, i.e.,
differential entropy.

Bryson et al.[6] work in the artificial light scenario, and
have used a pre-calibrated Gaussian light source model to
correct for inhomogeneous illumination, an approach also
later taken by [45]. Because of computational complexity
all above approaches significantly simplify or omit the com-
plicated volumetric scattering effects. In contrast, by em-
ploying differentiable raytracing, we will show that we can
even estimate the anisotropic shape of the volume scatter-
ing. Until now, directly measuring the phase function in im-
ages required a highly elaborated setup [15], the medium to
be diluted, such that only a single scattering event is likely
[28], or has only been applied to synthetic imagery [9].

In terms of texture restoration, many useful image en-
hancement approaches such as using a “gray world” world
assumption [7], but also learning and other statistical meth-
ods have been proposed. However, as argued in [2], such
enhancement approaches heavily depend on assumptions
and data and do not reveal the physical properties. As re-
fraction at the light source housing interface changes the
light cone (similar as for cameras) in air and in water, we
aim for a complete underwater solution. We could also ap-
ply our approach in air, to infer some start values for the
light characteristics in air. In this case, outside the un-
derwater world, Park et al.[32] have used a board to cal-
ibrate a light source, which also inspired our underwater
approach. However, we use a non-parameteric represen-
tation and therefore we can generalize to non-symmetric
point-lights with arbitrary patterns and colors. Also in air,
Azinovic et al.[4] infer light source positions in a rasteriza-
tion based inverse rendering scheme, which however does

not extend to volumetric effects such as attenuation and
scattering. Also the general concept of analysis-through-
synthesis, or inverse rendering, for obtaining optical param-
eters has been proposed before in air using rasterization
techniques and several simulation studies have suggested
that raytracing-based solutions could be useful for volumet-
ric parameters as well [10, 34, 31].

3. Approach

It is relatively straight-forward to measure the distance
and rough directions of each light wrt. a rigidly-coupled
camera, but obtaining the detailed light orientation and the
specific underwater light pattern is challenging. Conse-
quently, we initially seek to estimate the light and medium
parameters in a calibration scenario (see teaser image, left).
We assume to observe a known calibration board, with a
rigidly-coupled camera-light system but no other illumina-
tion, e.g. from the Sun (See Fig. 3). Camera, light and board
reside in a world system (which coincides with the camera
coordinate system), for which we use Tc2w, Tl2w and Tb2w

as the respective (pose) transformations. We assume that all
light rays from the light source intersect in one point (point
light), and that the distance to the camera center is known.
The radiant intensity distribution (RID) of the light source
can be arbitrary, but for practical reasons we will assume it
is confined to less than a half sphere and pointed roughly
in the viewing volume of the camera. The camera is as-
sumed to be a geometrically calibrated camera with linear
(or known) radiometric response. For our experiments we
use a carefully centered dome port[41, 40] to avoid refrac-
tion, but this is just for convenience and no limitation of
the method.1 For the actual calibration, a white board with
AruCo markers [14] is then presented in different distances
and orientations and its pose Tb2w is estimated from the im-
ages. Together with the water body, this provides a com-
plete geometric model for the “calibration scene”. Thus,
we can synthesize images using assumed light and water
parameters and compare rendered images to the captured
reference (calibration) images in a multi-view analysis-by-
synthesis-approach.

In a second – color-restoration – step, we use the ob-
tained water and light parameters in another multi-view-
approach to restore textures of underwater scenes captured
in the same water, by the same camera-light system (see
right part of the teaser image and Fig. 1). In principle, this
could be extended also to recovering the object’s BRDF or
other parameters, but for this contribution we assume that
the object is Lambertian.

1See [21] for the complications when using flat ports in 3D vision.
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Tl2w: Light

Tw = Tc2w: Camera

Tw: World

Tb2w : AruCo Board

Tm2w : Macbeth Chart

RI
D

Dome Port

Figure 3. Real system setup and corresponding transformations.

3.1. Differentiable Ray Tracing

Instead of rendering an image I from a scene description
X , i.e, f(X) = I , as common in computer graphics, we
would like to invert this process to extract scene parame-
ters from an image, hence X = f−1(I). As closed-form
inversions are intractable for this kind of setting, we will
use the autodiff-mode of a modified version of Mitsuba2
[30] throughout this paper. Specifically, we added a differ-
entiable version of the phase function to yield a fully dif-
ferentiable piece of water, i.e., a scattering homogenoeus
medium, which can be optimized wrt. its parametrization.
Furthermore, we derive this as a multi-view approach capa-
ble of handling many images at the same time, for smooth-
ness within the autodiff framework we simultaneously em-
ploy closed-form gradients.

Non-Parametric Projector Light Model We define the
light source as a projector texture of an inverse RGB-
camera, see Fig. 3. Each pixel in the projector texture
encodes the irradiance (from the point light) on the vir-
tual image plane of the projector, which we refer to as
xRID ∈ RN×M×3. We use 3 channels here to represent
red, green and blue components, thus supporting also light
sources that are more cold white for the inner angles but
more reddish for outer angles. The advantage of this param-
eterization is that we can represent arbitrary patterns (e.g.
square LEDs, or inner/outer cones) and it also implicitly
encodes the light orientation inside the texture. Compared
to explicitly parameterizing the exact light orientation using
a quaternion or Euler angles, rotationally symmetric lights
will not lead to degenerate parameter settings during esti-
mation (in case the roll angle of a symmetric light is unob-
servable). Certain expected shapes or properties of the light
can still be encouraged by imposing smoothness or priors
onto the projector texture variables as we will show later.

Medium Model To obtain a solution of the volume
rendering equation, we use the volpathmis-integrator
of Mitsuba2. It uses unidirectional and next-event-

estimation path-sampling strategies to evaluate a path
integral-formulation[33, 44] in a Monte Carlo-scheme.2

Throughout this paper, we assume an isotropic homoge-
neous medium, which can be exhaustively described by its
attenuation, albedo and scattering properties. The attenua-
tion combines the loss of radiance due to out-scattering σs

and absorption σa. In an isotropic homogeneous medium,
the behavior is independent of the incoming direction and
the interaction point, hence we simply have

σt = σa + σs. (1)

The albedo further describes the composition of the sum
given above by the probability of scattering versus absorp-
tion

pa =
σs

σt
. (2)

Due to our assumptions, σt and pa are simply constant
throughout the medium. We call the respective optimiza-
tion parameters xσt ∈ R3 and xpa ∈ R3. Photons that
are absorbed simply disappear from the renderer, whereas
scattered photons change their direction and can later be
sensed by the camera as a “disturbance” (contributing to
unsharpness, for small forward scattering angles, or to a
foggy appearance, for larger scattering angles). The scatter-
ing direction has to be sampled and is parameterized using
the Henyey-Greenstein phase function [17], which gives the
probability for a photon to be scattered into an angle of θ,
defined between the ingoing and outgoing direction:

pHG = (cosθ)
1

4π

1− g2

(1 + g2 + 2g(cos θ))3/2
. (3)

Again, this definition becomes possible because of the
medium definition, where interactions at a certain position
are independent of the incoming direction of a ray. The pa-
rameter g in this function controls the overall shape of the
scattering, i.e. whether the light is scattered predominantly
in forward or backward direction, or more uniformly in all
directions. More complicated volume scattering functions
exist for particular ocean waters (see [35, 13]) allowing for
a more appropriate description[43], but for this presentation
we stick to the simple model, which has just one parameter
to optimize: xg ∈ R.

3.2. Robust Multiview Estimation

Using the above modifications and settings, we can ren-
der an image for a given set of parameters or define an ob-
jective function on that image, e.g. the squared difference
between the rendered images and the real images, summed
over all pixels. The differentiable raytracer will then pro-
vide the partial derivatives with respect to the light and

2Due to space limitations, we cannot discuss the entire physical model
for raytracing. We refer the interested reader to the literature on physically-
based rendering, in particular [36, p.888], which is also available online.
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water parameters as described in the previous section. To
minimize the objective function, the Adam optimizer [23]
is used for a stochastic gradient descent approach. When
working with real data, outliers and extreme noise may oc-
cur and have to be taken into account, therefore we have
integrated the following extensions:
Huber Loss We replace the quadratic loss using a Huber
loss function [18], denoted by ρδ(x), to improve stability by
reducing the weight of outliers, especially caused by non-
modeled objects such as floating particles in the scene.
Binary Mask We define also a mask as indicator func-
tion M( · ) defined on an image I and providing a boolean
array indicating for each pixel Ii,j whether it should be con-
sidered in the cost function. When capturing calibration im-
ages, we can mask obvious outliers (such as fish swimming
through the image).
Smoothness Constraint Since the light emitted from the
light source is usually smooth, neighboring pixels in the
RID should have similar values. Such a prior can be en-
couraged by adding a smoothness term

R(xRID) =
∑
i,j

(xRID
i,j −xRID

i,j+1)
2+(xRID

i,j −xRID
i+1,j)

2 (4)

to the data term used in optimization.
Objective Function and Calibration For calibration we
minimize the overall objective

F (X) = G(X) + αsR
(
xRID

)
, (5)

with X = xRID, xσt , xpa , xg and αs being a scale factor
for the smoothness term. To obtain the gradients for the
first term of the objective, we use an autodiff step on the
following function function across multiple reference im-
ages refv and their respective rendered counterparts imgv

G(X) =
∑
v

1

|M(refv)|1

∑
i,j

M(refv
i,j)ρδ(ref

v
i,j − imgvi,j(X))︸ ︷︷ ︸

∂G
∂X through backpropagation

,

(6)
which integrates the binary mask and the Huber norm.
Then, we compute the second part in closed-form

∂R

∂xRID
=

[
· · · , 2(xRID

i,j − xRID
i,j+1) + 2(xRID

i,j − xRID
i+1,j), · · ·

]T
We can now simply obtain the gradient of the overall objec-
tive function, due to linearity we have:

∂F

∂X
=

∂G

∂X
+ αs

∂R

∂X
. (7)

Finally, we use this gradient to update X in an Adam
update-step [23], and keep on iterating until the best pa-
rameters are found.

Figure 4. Left rendering with 1 SPP is faster but more noisy com-
pared to 6 SPP, right. Every first image: first iteration (same start
parameters) for light/water optimization. Every second image: af-
ter 1000 iterations the optimizations have diverged. The parame-
ters obtained by 1SPP are significantly worse than those of 6SPP.

3.3. Restoration

The restoration pipeline is structured similar to the cali-
bration. However, we now fix the water and light parame-
ters to the previously estimated ones and turn to the problem
of removing water and light effects from underwater im-
ages. For this, we now optimize a texture in a multi-view-
analysis-by-synthetis approach. For surface color restora-
tion of an underwater scene or object, the 3D geometry
of the object is required. This can be obtained using a
Structure-from-Motion pipeline[39]. Here we collect all
surface colors in a texture that is attached to the object sur-
face, e.g. represented as a triangle mesh, using OpenMVS
[8] (see teaser figure). From there, and given the light and
water calibration parameters, we minimize again the ob-
jective function, but this time the reference images do not
constitute calibration images but are photos of a 3D scene.
As initial values we can either use the surface color recon-
struction from non-underwater methods, or simply initial-
ize a black texture (c.f. teaser image and Fig. 1). Since the
light source and the 3D geometry is contained in the scene,
this approach for texture estimation automatically removes
shadows explainable by the light source from the object tex-
ture.

4. Evaluation

The evaluation for this contribution is based on synthetic
images and images taken in a water tank, mimicking green-
ish coastal water. Initially, we take a brief look at the sam-
ples per pixel (SPP) parameter. Depending on the number
of SPP noise can be reduced, at the cost of longer runtime.
The same holds true during estimation as we show in Fig. 4,
where we compare optimization using 1SPP to 6SPP. In air
it is often possible to run the differentiable ray racing-based
optimization using 1SPP, since each image is just an inter-
mediate step of the stochastic gradient-based optimization,
and only the overall gradient has to be approximately cor-
rect. However, for the complex volumetric underwater ef-
fects we found that 1SPP often has bad convergence behav-
ior and that it is better to render using at least 6SPP. Finally,
to demonstrate the power of the approach, we are using ex-
tremely challenging light source patterns.
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Reference

Iter 0

Iter 999

Figure 5. Examples of calibration images and development of their
synthesized counterparts – left: synthetic, right: tank.

MSE RID σt pa g

AB1 - single view 414.9 0.0275 0.0611 0.0001
AB2 - squared err. 137.1 0.0005 0.0002 0.0008
AB3 - Huber 135.9 0.0002 0.0002 0.0016
AB4 - smoothness 129.6 0.0005 0.0003 0.0008
AB5 - Hub.+smooth 125.2 0.0001 0.0002 0.0018

Table 1. Results of AB1-5 shown as the mean squared error (MSE)
after 500 iterations. The displayed MSE RID is the squared error
between ground truth RID and estimated RID (in the range [0; 1]),
summed over 250×250 projector pixels and 3 color channels. The
other parameters are defined according to eqs. (1), (2) and (3).

4.1. Raytraced Data with Known Ground Truth

To validate the calibration step of our approach we set
up a virtual scene with a light, a camera, an enclosing wa-
ter body, as well as a virtual board that is presented to the
camera in different poses. We introduced a multiview ap-
proach (presenting boards at different distances), based on
the hypothesis that only spatially differing measurements
will enable the algorithm to tell apart water properties and
RID-color. This reasoning is reflected in the comparison of
a single view run AB1 with all other multiview runs AB2-5:
Except for the surprisingly well scatter estimate, the other
estimates are significantly worse (c.f. Tab. 2), since from a
single view errors in water color can compensate for errors
in the RID. We can – even on synthetic data – observe a
positive effect on the RID-MSE between not using Huber-
Loss AB2 and and using it in AB3. As another aspect, a
smoothness-constraint term is explicitly applied to the RID.
When comparing the run AB2 not using Huber-Loss with a
run using the smoothness constraint AB4, we can observe a
mildly positive effect on the RID, while the other estimates
remain stable. Finally, AB5 is the full system.

Detailed results of the latter are also displayed in Tab. 2,
left, showing that all parameters were estimated accurately.
Two sample calibration images are shown in Fig. 5, left.
The estimated RID of the light source can be seen in Fig. 7,
left, alongside the ground truth middle. Though the result

is somewhat noisy, it can be seen that the general shape is
recovered, including even the bat imprint in the center. Fig.
6 upper row displays the evolvement of the parameters (all
initialized at 0.5) over the iterations. We can clearly see, that
the estimation is quite reproducible, despite the substantial
noise that is included in 6 SPP differentiable renderings (as
shown in Fig. 4). δ was set to 0.3, learning rate to 0.02. In
Fig. 6 bottom row we display the mean error and standard
deviation of the estimated RID. The errors are very low, but
show a slight overestimate of the light power. This is prob-
ably compensated (or caused) by a minimal overestimate of
the water attenuation on the other hand.

Finally, we used the estimated parameters to restore the
underlying texture of a 3D model. Additionally, we esti-
mated a second set of parameters and used them for the
same task. Our method is clearly capable of producing com-
parable models in different light and water settings, which
is beneficial for underwater monitoring: c.f. Figs 1, 2.
Color Consistency We virtually equip the calibration
board with a Macbeth color chart and render images in dif-
ferent poses. Afterwards we use the estimated water and
light parameters to restore the texture of the chart as can be
seen in Fig. 8 for two example poses. The different color
fields of the board are enumerated as A1 to F4, and for each
of them the central patch’s mean color is compared to all
other, independently restored boards by the patch error

perr =
∑

c∈RGB

∑
(p1,p2)∈P

1

|P |
(µc

p1 − µc
p2)

2. (8)

It is is computed by summing up the mean squared error
between the mean value µ of a patch pair (p1, p2) over all
channels c, and is presented in Tab. 2. Overall, it is very
small. The largest errors occur at the boundary of particu-
lar boards, where sometimes only very little light reaches,
which makes the texture restoration challenging and in-
creases the consistency error. For the restoration we used
64 SPP, δ = 0.5 and a learning rate of 0.02.

The evaluation methods applied to the synthetic data
(apart from the unknown ground truth) were also used in
the subsequent real data evaluations.

4.2. Real Data

Real data was captured using a GoPro Hero 9 with a
dome port, for which we have performed camera calibration
underwater. We stored the images in raw format and con-
vert them to float with linear response using rawpy/LibRaw.
We have rigidly attached an Aigend - IPX8 18000lm 500M
scuba diving light to the camera. We have modified it to ex-
hibit a very demanding, high-frequency light pattern and a
very narrow light cone for the tank experiment (see Fig. 5,
right for sample calibration images).

We added green and blue bathtub colorants to the water,
giving it a greenish hue with strong attenuation and mild
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Figure 6. Synthetic parameter estimation experiment EST1 avg’d over ten runs. The upper row shows the mean results of the parameter
estimation with additional transparent fill of 3 STD. The lower row shows the RID estimation error, splitted into left: the mean error and
right: the STD of the error. Please note: the results in the lower row are normalized to [0,1].

ES1 RID σt pa g perr A B C D E F
R 159.8 0.0001 0.0003 – 1 3.5191e-5 0.0005 0.0001 4.6867e-5 0.0015 0.1034
G 116.8 1.6543e-8 0.0004 – 2 0.0003 0.0006 8.5967e-5 0.0003 0.0007 0.1226
B 98.6 0.0002 9.2320e-5 – 3 0.0005 0.0003 0.0001 0.0003 0.0010 0.0340

RGB 125.2 0.0001 0.0002 0.0018 4 0.0117 0.0026 0.0002 0.0003 0.0013 0.0030

Table 2. Left: MSEs for all estimates in the final iteration step of ES1. Right: result of EV1 on Macbeth chart, shown as the pairwise
mean squared error between the evaluation patches in the final iteration. Please see Fig. 8 for patch encodings.

Figure 7. RIDs. Left: GT, middle: ES1, right: ES2.

Estimates perr A B C D E F
σt 0.53, 0.17, 0.63 1 0.0091 0.0281 0.0336 0.0079 0.0163 0.0875
pa 0.13, 0.59, 0.09 2 0.0056 0.0010 0.0118 0.0014 0.0225 0.1837
g -0.53 3 0.0037 0.0120 0.0208 0.1244 0.0281 0.2082
– – 4 0.0716 0.0077 0.0136 0.0015 0.0018 0.0002

Table 3. Left: tank estimation ES2 and right: tank evaluation
EV2. Please see Fig. 8 for the measurement patch encodings.

scattering. We have switched off all other illumination for
the tank, which is black from the inside, providing a rea-
sonably good simulation of the ocean at night or at depth.
Then, we perform light and water optimization as described
before. The estimated RID is displayed in Fig. 7 right, and
qualitatively fits well to the modified light source. The esti-
mated parameters are displayed in Tab. 3, left. We also sub-
merged real Macbeth color charts and took images in vari-
ous poses. Again, we restored each texture separately and
computed the consistency among the corresponding patches
(see Fig. 9). The colors of the Macbeth board are consistent
though not as good as for the synthetic data (c.f. Tabs. 2, 3,

right). However, note that we used an extremely challeng-
ing light source and that the greenish parts around the color
boards are regions with very low light, where most red and
blue information was lost. As shown in the teaser image,
we can conduct a multi-view reconstruction of the colors of
a 3D structure submerged in the test tank, even in this very
challenging condition.

5. Discussion
The synthetic evaluation shows that differentiable ray-

tracing can be used to simulate complicated scattering phe-
nomena, jointly with attenuation and light cones, in a pa-
rameter estimation scenario. When images are presented
in a good range, the algorithm can recover the light RID
as well as the water parameters. It is even possible that
light outside the field of view of the camera is scattered
into the viewing volume, and constrains the RID further.
As compared to in-air rendering, we observed that using a
significantly higher SPP number is advisable. The restora-
tion technique automatically recovers the surface colors or
texture. The results become noisy where only little light
reaches, but the examples shown are also already extreme
cases to really demonstrate the method’s capabilities. How-
ever, we have also encountered a few limitations and things
to consider:

White Balance and Water-Light Ambiguity When fol-
lowing a ray from the light source into the camera, the
sensed intensity is a product of the directed intensity emitted

3737



Figure 8. Results of EVA1. Upper row original views, middle
row initial state, lower row final state of the color restoration. The
red boxes indicate measurement areas for the errors in Tab. 2.

by the source, attenuation of the water, the albedo of the cal-
ibration target, again water attenuation, and the sensitivity
of the camera system (plus scatter, which we neglect here,
to make the ambiguity clear), all of which can vary with
wavelength. We assume that camera and calibration target
are known, such that the “unknowns” in this product are
the light source and the water properties. Water attenuation
depends on distance, which disambiguates the factorization
into light and water color when using multiple object dis-
tances. However, if we use a single distance, errors in light
intensity can be compensated by errors in water properties.
This can only be resolved by distance variation. Since they
are only factors, wrong assumptions about camera white
balance or calibration target color will be absorbed into the
light calibration, not influencing water property estimation.

Wide-band Coefficients As noted in [1] attenuation co-
efficients can vary significantly inside the visual spectrum.
and the traditional way of parameter extraction is highly
camera and scene-dependent. Consequently, it is better
to use a spectral approach (coefficients for smaller wave-
length intervals) as compared to wide-band coefficients
(RGB). Currently, we use wide-band coefficients, which
gave promising results in this work, still we are investigat-
ing the possibility using spectral raytracing for future work.

Calibration Objects So far, we rely on known calibra-
tion objects, which is a common approach. However, it is
possible to replace this by using structure from motion, ob-
ject detection and a catalog of known colors. As mentioned
above, wrong calibration target colors would not influence
the water-property estimation.

Sufficient Energy per Channel We should shoot enough
light to be able to observe sufficient variance in each of the

Figure 9. Results of EV2. Upper row: original views, middle row
shows the inital, lower row: final state of the color restoration.

single color-channels. Although this is a generic observa-
tion, it should especially be kept in mind for a precise esti-
mation of the water parameters.

6. Conclusion
In this paper, we presented a joint light and medium cal-

ibration procedure based on differential ray tracing that has
been successfully applied to the problem of water parame-
ter estimation using a camera-light system. A correspond-
ing technique processes the thus-estimated parameters for
color-restoration. In general, this method can – by its na-
ture – also be used in different settings involving joint light
and medium estimation like e.g., calibrating headlights of
cars, maybe for endoscopes or robots exploring caves, tun-
nels or other dark or foggy scenarios. We believe that for the
underwater scenarios differentiable raytracing is a big step
forward and future work should explore also other opportu-
nities, e.g. more tight coupling with structure-from-motion
systems or neural networks.
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