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1. 3D photos
We wish to highlight that the supplementary material includes .mp4 files dealing with 3D photos obtained from our

generated images and depth maps. These videos are best viewed within a small window of the mp4 player due to the limited
resolution of the images and depth maps (128x128 pixels).

2. Additional Qualitative Results
2.1. Depth Based Creative Effects

As an extension of Fig. 5 of the main paper, in Fig. 2 we show additional examples of depth-based effects obtained with
our generated images and depth maps on sketches belonging to the test set.

2.2. Colour-to-Grayscale and Transition-to-Cartoon Effects

Fig. 3 reports examples of two additional effects attainable by leveraging on the depth maps generated alongside images,
namely colour-to-grayscale and transition-to-cartoon. Both effects are applied to each pixel of a generated image based on
the corresponding generated depth. The colour-to-grayscale effect keeps near pixels almost unaltered while at increasing
distances pixels progressively loose colour. The transition-to-cartoon instead applies a strong cartoon effect for near pixels,
reducing it progressively with increasing distance values. The cartoon overlay image used for the cartoon effect is obtained
starting from a generated one by a sequence of image processing operations. First of all, we transform the image to grayscale,
blur it by a median filter and apply an adaptive thresholding operation to extract edges. Then we smooth the original image
by applying a bilateral filter and highlight the extracted edges by colouring them in black.

2.3. Depth Based Effects: our approach vs. MiDaS

In Fig. 4, we show depth-based effects, i.e. Bokeh, light variation and fog, obtained by using either our depth maps,
which are generated jointly with images, or the depth maps predicted by MiDaS [4] on the generated images. As for the
Bokeh effect, we consider a fixed depth value to determine where the blur filter starts to affect the image. This parameter
represents a distance threshold to separate foreground from background and it is kept fixed between the depth maps yielded
by our method and MiDaS, as well as throughout all the presented examples. Then, starting at the defined distance threshold,
Bokeh progressively increases image blur as the depth gets higher. All the other effects are applied using the same parameter
values as in the examples shown in the main paper. Light variation decreases brightness of closer pixels with respect to those
farther away. Conversely, the fog effect renders more foggy the pixels exhibiting larger depths.

Figure 4 consists of three pairs of rows. In each pair, the top row depicts the results dealing with our method, the bottom
one those concerning MiDaS. Every row reports, from left to right, a generated image, the associated depth map, the Bokeh,
light variation and fog effects. In the first pair of rows, we note the clear difference between our generated depth map, that
looks amenable to realize effects based on discriminating between foreground, in this case a giraffe, and background, and the
depth map yielded by MiDas, that seems to fail in separating foreground from background neatly. In our results (top row),
the relighting effect darkens the whole giraffe evenly, while the background is clearly brighter. In the bottom row, instead,
we can see how the relighting based on the depth map computed by MiDaS fails to darken differently the different portions
of the image, i.e. the giraffe and the background exhibit similar brightness. Similarly, we can see how our depth map allows
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Figure 1. Left: generated 256x256 image from a test sketch. Right: small translations applied on the same sketch to improve diversity [2]

for simulating a foggy background, while the effect based on MiDaS does apply the fog to both the background as well as
the giraffe. The Bokeh filter seems also rather dependent on the quality of the depth map. In the bottom row (MiDaS) the
head and neck of the giraffe are blurred similarly to the background, while our depth map (top row) allows for simulating
much more effectively a shallow depth of field, with the foreground object looking sharper than the background. Similar
considerations can be drawn from the analysis of the third pair of rows, due to, again, the much more accurate foreground-
background separation achieved by our generated depth map compared to that computed by MiDaS. Indeed, from left to right,
in our results (top row) the zebra in the center of the image turns out much sharper, darker and less foggy than the background,
whilst this is definitely not the case in the bottom row (MiDaS). Finally, also in the second pair of rows we can see how our
depth maps are conducive to nice creative effects while those applied based on MiDaS show several issues. In fact, in the
bottom row the Bokeh and fog filters are almost ineffective due to the whole image but the sky being treated as foreground.
Accordingly, the light variation obscures most of the image, making, again, nearly no difference between foreground objects
and the background. Overall, our experimental findings show that, most of the times, the depth map computed by MiDaS
on top of an image generated from a sketch is significantly less amenable to support depth-based creative filters than the
depth map we can generate jointly together with the corresponding image by the proposed network architecture and training
procedure.

2.4. Image and Depth Map Generation Examples

To provide a more comprehensive collection of qualitative results, in Figures 5 and 6 we report additional comparisons
between our generated scene images and depth maps and the corresponding baselines.

2.5. Depth Map Sketching Examples

As an extension to figure 7 of the main paper, in figure 7 we show further examples of scene image generation through the
novel depth sketching approach peculiarly enabled by our proposal.

2.6. Image Generation Resolution and Diversity.

We experimented image generation with different resolution keeping the foreground generation part fixed and training the
rest of the system at 256x256 resolution. In Fig. 1 left is visible a generated test example. For what concern diversity in image
generation, our work keeps dropout active also at test time, following [3]. Here we show that also ”conditioning perturbation”
[2], implemented as small translations on the objects of the input sketch, can be deployed in our work to increase diversity,
as shown in Figure 1 right.
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Figure 2. Examples of creative effects enabled by our generated depth maps. From left to right: generated image, Bokeh, light variation,
fog and hue shift.
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Figure 3. Colour-to-grayscale and transition-to-cartoon effects. From left to right: generated image, colour-to grayscale, transition-to-
cartoon.
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Figure 4. Comparison between depth-based effects obtained by our generated depth maps and MiDaS depth maps. Results are subdivided
in three pairs of rows. In each pair, the top row deals with our depth map, the bottom one concerns MiDaS. Every row displays, from left
to the right, a generated image, its depth map, the Bokeh, light variation and fog effects. See text for comments.
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Figure 5. Comparison between our generated images and baseline (our replication of SketchyCOCO [1]) results. In both columns, from
left to the right: scene sketch, image generated by our method, image generated by the baseline method.

6



648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755

ICCV
#3

ICCV
#3

ICCV 2021 Submission #3. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

Figure 6. Comparison between the depth maps generated by our method and those obtained by MiDaS. In both columns, from left to right:
our generated image, our generated depth map and the depth map computed by MiDaS from our generated image.
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Figure 7. Image generation by depth sketching. From left to right: generated depth map, generated image, sketched depth map and newly
generated image.
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[4] Ranftl René, Lasinger Katrin, Hafner David, Schindler Konrad, and Vladlen Koltun. Towards robust monocular depth estimation:

Mixing datasets for zero-shot cross-dataset transfer. arXiv preprint arXiv:1907.01341, 2019. 1

9


