Adapting Deep Neural Networks for Pedestrian-Detection to Low-Light Conditions without Re-training
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Abstract

Pedestrian detection is an integral component in many automated surveillance applications. Several state-of-the-art systems exist for pedestrian detection, however most of them are ineffective in low-light conditions. Systems specifically designed for low-light conditions require special equipment, such as depth sensing cameras. However, a lack of large publicly available depth datasets, prevents their use in training deep learning models.

In this paper we propose a pre-processing pipeline, which enables any existing normal-light pedestrian detection system to operate in low-light conditions. It is based on a signal-processing and traditional computer-vision techniques, such as the use of signal strength of a depth sensing camera (amplitude images) and robust principal component analysis (RPCA). The information in an amplitude image is less noisy, and is of lower dimension than depth data, marking it computationally inexpensive to process. RPCA processes these amplitude images to generate foreground masks, which represent potential regions of interest. These masks can then be used to rectify the RGB images to increase the contrast between the foreground and background, even in low-light conditions. We show that these rectified RGB images can be used by normal-light deep learning models for pedestrian-detection, without any additional training.

To test this hypothesis, we use the ‘Oyla Low-Light Pedestrian Benchmark’ (OLPB) dataset. Our results using two state-of-the-art deep learning models (CrowdDet and CenterNet) show: a) The deep models perform poorly as pedestrian detectors in low-light conditions; b) Equipping the deep-networks with our pre-processing pipeline significantly improves the average precision for pedestrian-detection of the models without any re-training. Taken together, the results suggest that our approach could act as a useful pre-processor for deep learning models that aren’t specially designed for pedestrian-detection in low-light conditions.

1. Introduction

Pedestrian detection has been an important area of study in the computer vision community. With new found applications in several areas, such as self-driving cars and automated surveillance systems, it has undergone rapid development in recent years. Most modern day pedestrian detection systems rely on deep learning models, which enable them to operate in challenging environments, such as crowded streets using a simple RGB camera [1]. However, they are seldom effective in low-light conditions. Under such conditions, RGB images cannot capture the contrast needed in the scene to obtain usable textures [2]. To address this problem, some pedestrian detection systems train the models with additional information, such as depth or thermal data [3]. However, this makes the system computationally expensive, while also limiting their range of operation.

1.1. State-of-the-art

The state-of-the-art can be broadly grouped into:

- 2D image based systems;
- Multi-spectral data based systems.

2D image based systems: The CrowdDet [1] and the CenterNet [2] are among the best 2D image based pedes-
Multi-spectral data based systems. They perform pedestrian detection by training deep learning models, such as ResNet [4] and a DLA-34 encoder-decoder network [5], on CrowdHuman [6] and COCO [7] datasets, respectively. The large size and variety of scenarios available in these datasets, allow the system to operate in diverse and challenging environments. However, being based on 2D images, they perform poorly in low-light conditions.

The performance of the 2D image based pedestrian detection systems in low-light conditions can be improved by performing certain enhancements to the input images. The 2D images can be enhanced by using multi-task learners, which detect pedestrians by relighting the scene [8], or by using 14-bit, long-exposure, raw video sequences during training [9]. However, these systems involve a higher computational cost, while also being restricted by the specific requirements and properties of the training data.

Multi-spectral data based systems: A better performance can be expected from systems that rely on more than just RGB channel data. This involves the use of special cameras that can capture thermal or depth data from a scene. Systems that rely on thermal data, also make use of RGB images, by appending everything together to create multi-spectral images [3]. Re-training systems, such as YOLOv3 object detector [10], with these multi-spectral images can significantly improve their performance in low-light conditions. The thermal data can separately be used to guide the attention of a deep learning model towards the pedestrians, in low-light conditions. These models can then learn the feature set of the poorly illuminated pedestrian, from their RGB images [11]. A limitation of the cameras used for thermal imaging is their short range of operation. A wider range of operation can be achieved through depth sensing cameras, such as LIDAR, but with a significantly higher equipment and computational cost. The depth data, captured by the LIDAR cameras, can be used to perform pedestrian detection using simple techniques, such as contour shape analysis [12], after undergoing significant pre-processing. A fusion of data from both depth sensing and thermal imaging cameras can result in images that can be processed using traditional machine learning techniques, such as histogram of oriented gradients and support vector machine [13].

Since training deep learning models requires a large amount of data, availability of public datasets can also be considered as an advantage to the systems. The largest available 2D image dataset called ImageNet, contains more than 14 million images. Among them, at least one million images contain bounding boxes for around 20,000 categories. The MS COCO dataset [7] contains 3,280,000 RGB images, belonging to 91 object categories. While, the largest dataset specially curated for pedestrian detection, called the Caltech Pedestrian Detection Benchmark [14], contains 2,500,000 RGB images with 3,50,000 annotated pedestrians.

The most popular dataset for Multi-spectral data based systems is the KITTI Vision Benchmark [15], which contains 93,000 depth maps with the corresponding LIDAR scans and raw RGB data [16] of various crowded streets. Apart from KITTI, the only other multispectral dataset to the best of our knowledge having pedestrians is the eCo-DRIVERS dataset [17], which contain 11,071 images of pedestrians in the far-infrared spectrum.

From the discussion in section 1.1, it can be concluded that 2D image based systems are best suited for pedestrian detection in surveillance environments. However, their poor performance in low-light conditions necessitate an alternative to these systems. The current state-of-the-art alternates involve the use of expensive equipment, computationally expensive deep learning models, short range of operation or specific use cases (i.e. trained on small datasets). Thus, we propose a computationally inexpensive, pre-processing pipeline, that can run on any existing 2D image based, normal-light pedestrian detection system without any retraining. The pre-processing involves the use of a depth sensing camera and traditional computer vision technique, such as RPCA, to generate rectified RGB images. These images contain sufficient contrast between its background and foreground objects, which is necessary to perform pedestrian detection. To our best knowledge, there are no public datasets that capture pedestrians in low-light conditions using a depth sensing camera. Thus, we evaluate our system using the OLPB dataset.

Rest of this paper is organised into the following sections: Section 2 presents the proposed pre-processing pipeline. Section 3 presents the Oyla Low-Light Pedestrian Benchmark dataset (Section 3.1), and the deep learning models used for performance evaluation (Section 3.2). The result of the performance evaluation is discussed in Section 3.4. Finally, the conclusion in section 4 presents the limitations of the proposed pipeline and possible future directions. This paper also includes an Appendix A, for the Oyla’s 3D-aware surveillance camera, which is used for data acquisition.

2. The proposed pre-processing pipeline

The proposed pre-processing pipeline is illustrated in Figure 1. It consists of two important steps:

- Foreground segmentation;
- RGB image rectification;
The inputs to the proposed pipeline is a set of RGB images and the information about the strength of the depth signal, received at the receiver. We express this information in the form of a 2D image called the "amplitude image". It provides the pipeline with useful information about the observed scene, even in low-light conditions. However, it is unable to capture any texture related information about the scene, which most deep learning models use for pedestrian-detection.

Thus, the proposed pre-processing pipeline uses the amplitude images to improve the contrast of the foreground objects in the RGB images, using foreground segmentation and RGB image rectification. The rectified image with the improved contrast can then be used by any normal-light, deep learning models for pedestrian-detection without additional training.

2.1. Foreground Segmentation

The proposed pre-processing pipeline uses robust principal component analysis (RPCA) to separate foreground objects from the background [18]. A sequence of amplitude channel images are used as input to RPCA, which decomposes them into a low-rank component and a sparse error component, as illustrated in Figure 2. The low-rank component is composed of all the redundant/static parts in the amplitude channel images. While, the sparse error component captures the difference in the amplitude channel images. These differences, which cannot be incorporated into the low-rank component correspond to the dynamic parts of the image, such as the pedestrians and other moving objects.

To segment the foreground, each amplitude channel image is transformed into a 1D column vector. Multiple images corresponding to a sequence are appended together to create a \( M \times N \) matrix, where \( M \) is the length of 1D vectors and \( N \) is the number of images in the sequence. The matrix \( D \) is decomposed into a low-rank component \( L \) and a sparse error component \( S \) following Equation 1, using RPCA.

\[
\min_{L,E} \text{rank}(L) + \gamma \|S\|_o \quad \text{subject to} \quad D = L + S \quad (1)
\]

Where \( \text{rank}(L) \) represents the number of linearly independent rows in the matrix \( D \), \( \gamma \) is a regularization parameter and \( \|S\|_o \) is the counting norm of the sparse error. According to Equation 1, RPCA exploits the repeating patterns in each image, i.e. the static background, to separate the sparse errors in the matrix \( D \) as the foreground. Since minimisation of rank is a non convex problem, RPCA uses a simple alternating minimization algorithm to solve a convex relaxed variation of Equation 1, presented in [19]. The resulting sparse error component \( S \) is decomposed (column-wise) into a set of sparse error images. These images are thresholded to obtain the binary foreground masks, as illustrated in Figure 2(d).

2.2. RGB Image Rectification

To address the problem of the lack of contrast in RGB channel images, under low-light conditions, most systems...
use a technique called histogram equalization. The technique adjusts the intensity value of each pixel to enhance the global contrast. However, as illustrated in Figure 3(b), sometimes even after histogram equalization, an image can lack sufficient contrast to separate foreground objects from the background. This effect is intensified, when the pedestrians walk further away from the camera or a light source. Although, RGB and histogram equalized images are individually ineffective, a combination of the two images can be used to create the contrast needed to perform pedestrian detection.

\[ I_{FG} \odot I_{RGB} + (1 - I_{FG}) \odot I_{EQ} = I_{Rect} \] (2)

3. Empirical evaluation

We aim to test the hypothesis that equipping normal-light, deep learning models with the proposed pre-processing pipeline described in section 2 will significantly improve their pedestrian detection ability in low-light conditions, without affecting their computational complexity. The evaluation is conducted on the dataset described below, following the evaluation method discussed in section 3.3.

3.1. Oyla low-light pedestrian benchmark dataset

OLPB dataset is captured using a novel depth sensing camera by Oyla, which is a USA based startup. The camera, as discussed in Appendix A, captures images across 5 channels. Thus, apart from RGB information, the camera also captures depth and strength information of the received signals. The depth information is captured as a uint16 \( n \times m \times d \) matrix, using the time of flight (TOF) principle. The matrix can be represented as depth map (Figure 4(c)), or the depth data can be transformed into Cartesian coordinates and represented as a point cloud (5(d)). The strength of the TOF signal at the receiver is captured as a uint16 \( nxm \) matrix, and is visualized as an image, called the amplitude image, as illustrated in Figure 4(b). Thus, the OLPB dataset contains four different representations of an observed scene.

The current OLPB dataset is captured in a neighborhood (COVID restrictions) using two cameras with a resolution of 480x640, as illustrated in Figure 4(a), 3(a). The scene is captured under different lighting conditions, with up to four pedestrians walking along the road, at varying distances from the camera, for a total of 1521 times. The observed scene also includes other moving objects, such as cars, bicycles and dogs. The pedestrians are annotated to act as the ground truth for pedestrian detectors, and are made available in the dataset in the PASCAL VOC [20] format.
ing amplitude images are used to evaluate the performance of the proposed pipeline. The selected images are visually inspected to classify them as either normal or low-light images, - see Table 1

<table>
<thead>
<tr>
<th>Condition</th>
<th>Total images</th>
</tr>
</thead>
<tbody>
<tr>
<td>in OLPB dataset</td>
<td>1521</td>
</tr>
<tr>
<td>annotated images</td>
<td>770</td>
</tr>
<tr>
<td>usable for the proposed pipeline</td>
<td>430</td>
</tr>
<tr>
<td>normal-light</td>
<td>201</td>
</tr>
<tr>
<td>low-light</td>
<td>229</td>
</tr>
</tbody>
</table>

3.2. Normal-light, deep learning models

The rectified images obtained using the proposed preprocessing pipeline, can be used by any normal-light, deep learning models for pedestrian detection, in low-light conditions. To emphasize the plug and play nature of the proposed pipeline, we use the following deep learning models to evaluate its performance:

CrowdDet [1] specializes in detecting pedestrians in a crowded environment on a 2D image. Under such conditions, detection becomes difficult as the pedestrians overlap each other, inhabiting the same 2D space. To address this, CrowdDet generates multiple instances of tentative predictions for the same 2D space, which results in a set of predictions for the pedestrians inside a single bounding box. Common predictions across multiple boxes are eliminated using an algorithm called Non-maximum Suppression. The final refinement module re-estimates the bounding box for each prediction using the underlying features, thus decreasing the probability of false positives.

The CrowdDet model is based on the standard ResNet [4] network pre-trained on Imagenet dataset [21]. To perform pedestrian detection, the whole model is re-trained on CrowdHuman dataset[6], which contains 15,000, 4,370 and 5,000 images for training, validation and test respectively. The model is trained for 30 epochs with a batch size of 16 [1].

CenterNet [2] is an object category detector with "person" as one of its category. It uses multiple fully-convolutional encoder-decoder networks to predict a set of key-point heat-maps in a 2D image. A key-point prediction network is then used to categorize the identified key-points. CenterNet identifies the center points of an object using the predicted key-points and generates a bounding box around it. Other properties of the object, such as depth, size and orientation are estimated by the key-point prediction network. The pedestrians prediction is refined by associating the identified key-points to 17 different joints on the body.

The CenterNet model is based on DLA-34 architecture, presented in [5]. It is trained on the MS COCO dataset [7], which contains 118000 training images and over 80 different categories. The model is trained for 230 epochs with a batch size of 128 on 8 TITAN-V GPUs and with a learning rate of 5e-4 [2]. Since the proposed pipeline focuses on pedestrian detection, only the classifications corresponding to the category "person" are considered.

The two deep learning models are used as is, without any re-training or alterations to the hyper-parameters.

3.3. Evaluation method

The evaluation method for the proposed pre-processing pipeline is as follows:

For each deep leaning model considered in section 3.2:

1. Obtain the pedestrian-detection performance of the model in normal and low-light conditions using the OLPB dataset;
2. Obtain histogram equalized images from the OLPB dataset;
3. Obtain the pedestrian-detection performance of the model in normal and low-light conditions using the equalized images;
4. Obtain rectified images using the pre-processing pipeline described in Sec. 2, on the OLPB dataset;
5. Obtain the pedestrian-detection performance of the model in normal and low-light conditions using the rectified images;
6. Compare the performances obtained in steps 1, 3 and 5.

The "performance" is reported in terms of average precision of the models in detecting pedestrians on the OLPB dataset. The averages are computed over an intersection of union (IoU) threshold of 0.5. Since no training is involved, the entire OLPB dataset is used as a test set. Among the available 430 images, 229 are identified as low-light images, while the remaining 201 are identified as normal-light images, after visual inspection. The proposed pipeline doesn’t involve setting of any dataset specific parameter values.

3.4. Results

The results from the evaluation are reported in Table 2. It is observed that CrowdDet [1] performs significantly better than CenterNet[2] on the OLPB dataset. This is expected as
CrowdDet [1] is specifically designed for pedestrian detection, while CenterNet [2] is a generic object detector, with "person" as one of its category. However, in either cases the proposed pipeline improves the performance of the models with an average precision of 90.6% and 83.4% respectively. The significance of the proposed pre-processing pipeline is highlighted in the low-light conditions, where the models gain an improvement of 21.1% and 11.5%, in their average precision score. While, in normal-light conditions the performance of the proposed pipeline is equivalent to the RGB image results.

A set of observations can also be made, concerning the execution time of the proposed pipeline. CrowdDet [1] and CenterNet [2], implemented on a 16GB NVIDIA RTX Quadro 5000 GPU with CUDA version 10.0 and CUDNN version 7.6.5, take 0.11 and 0.03 seconds, respectively to process an image. The proposed pipeline implemented using the LRLibrary [22, 23], on Intel i5-1135G7 (2.40 GHz) CPU can generate a rectified image in 0.05 seconds. Thus, the proposed pipeline can be adopted as computationally inexpensive pre-processing step by any normal-light, deep learning or traditional machine learning model operating on CPUs, to perform pedestrian detection in low light conditions.

4. Conclusion

We present a novel pipeline for pre-processing RGB images, which can then be used as input by any normal-light, deep learning model for pedestrian detection. The pipeline generates rectified images using RPCA, which improve the contrast between the background and the corresponding foreground objects. The rectified images enable the normal-light, deep learning models to perform pedestrian detection in low-light conditions. The following conclusions are made form the evaluation of the proposed pipeline:

- Despite their good performance in normal-light conditions, the deep learning models perform poorly in low-light conditions;

- Equipping the deep learning models with our pre-processing pipeline significantly improves their low-light performance (to levels comparable to their performance in normal-light conditions);

Since the proposed pre-processing pipeline is computationally inexpensive, it can also be used with other traditional machine learning based pedestrian detection systems. The proposed pipeline is most effective when the movement in the scene is limited to foreground objects. The current implementation of RPCA is not robust against a dynamic background. Thus, a possible future direction can involve identifying a robust system for foreground segmentation, or exploring segmentation and clustering in depth images to obtain a foreground mask.

A. Details of the Oyla Camera

The Oyla’s 3D-aware surveillance camera resolves previously intractable issues with depth sensing camera, such as variable lighting, occlusion, and estimating the true distance and scale of objects. The camera offers ‘LIDAR-like performance at more than 10X lower cost’ using commercially available, standard RGB visual camera components coupled with Oyla’s new 3D data structure and analysis software when gathering details of the observed scene. The central aspect of the cost savings are Oyla’s LIDAR-like technology that uses ‘shared optics’ with an RGB camera, including the same lensing, but the data collected by the standard image sensor is rendered in 3D (adding light depth data) instead of the standard 2D model with typical cameras. While Oyla uses ‘80% - 90%’ standard camera hardware, the company uses additional ‘commercial’ electronic components, proprietary firmware, and runs the collected data through its proprietary analytics and software.

Oyla uses its inherently spatially fused 3D “Depth” and video streams to produce enhanced RGB video (e-RGB). e-RGB video can be utilized by existing AI and detection algorithms to achieve greatly increased performance - see Figure 5(a), 5(b) and 5(c). In addition, Oyla uses the 3D data to accurately detect intrusions into user-defined perimeters, as illustrated in Figure 5(d).

Table 2. Performance of normal-light, deep learning models on OLPB dataset with and without the proposed pre-processing pipeline.

<table>
<thead>
<tr>
<th>Models</th>
<th>Images</th>
<th>Average Precision (IoU ≥ 0.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>normal-light</td>
</tr>
<tr>
<td>CrowdDet[1]</td>
<td>RGB</td>
<td>98.4</td>
</tr>
<tr>
<td></td>
<td>Equalized</td>
<td>98.2</td>
</tr>
<tr>
<td>(Proposed) Rectified</td>
<td></td>
<td><strong>98.2</strong></td>
</tr>
<tr>
<td>CenterNet[2]</td>
<td>RGB</td>
<td>90.3</td>
</tr>
<tr>
<td></td>
<td>Equalized</td>
<td>94.5</td>
</tr>
<tr>
<td>(Proposed) Rectified</td>
<td></td>
<td><strong>92.2</strong></td>
</tr>
</tbody>
</table>
Figure 5. Example of data from Oyla’s 3D-aware surveillance camera
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