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Abstract

LiDAR panoptic segmentation is a newly proposed tech-
nical task for autonomous driving. In contrast to popular
end-to-end deep learning solutions, we propose a hybrid
method with an existing semantic segmentation network to
extract semantic information and a traditional LiDAR point
cloud cluster algorithm to split each instance object. We
argue geometry-based traditional clustering algorithms are
worth being considered by showing a state-of-the-art per-
formance among all published end-to-end deep learning so-
lutions on the panoptic segmentation leaderboard of the Se-
manticKITTI dataset. To our best knowledge, we are the
first to attempt the point cloud panoptic segmentation with
clustering algorithms. Therefore, instead of working on new
models, we give a comprehensive technical survey in this
paper by implementing four typical cluster methods and re-
port their performances on the benchmark. Those four clus-
ter methods are the most representative ones with real-time
running speed. They are implemented with C++ in this pa-
per and then wrapped as a python function for seamless
integration with the existing deep learning frameworks. We
release our code for peer researchers who might be inter-
ested in this problem .

1. Introduction

Panoptic segmentation is an ensemble of both the seman-
tic segmentation for static stuff and the instance segmenta-
tion for countable objects. Point cloud panoptic segmenta-
tion needs to provide the semantic label id for each point
and further assign a unique instance label to points that be-
long to the same object [27]. With the understanding of both
the semantic and instance information from a single frame
LiDAR scan, this task is able to deliver many useful clues
for advanced autonomous driving functions, such as future
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Figure 1: The demonstration of the panoptic segmentation
task and how our pipeline solves it. After the semantic seg-
mentation, the clustering algorithm works on object points
to further segment each instance.

prediction [16] and map building [7].

Motivation. Most existing works solve the LiDAR panop-
tic segmentation with end-to-end deep learning models. A
neural network is in charge of both the point-wise classi-
fication and the point-wise clustering. Nowadays, almost
all classification tasks are dominated by neural networks.
However, considering the 3D geometry information implic-
itly encoded in the point cloud, it is questionable if the neu-
ral network is good at clustering at the same time. At least,
instead of directly applying the neural network as the so-
lution, we should evaluate several questions. For instance,
do we really need the neural network for point-wise clus-
tering? If needed, how much the neural network solution
can outperform traditional methods? Answer those ques-
tions need a solid benchmark to investigate and compare
existing traditional clustering methods on well-recognized
datasets. This motivates us to prepare this technical survey
paper of the traditional point cloud clustering method on the
SemanticKITTI point cloud panoptic segmentation task.
Point cloud clustering is a topic studied in multiple do-
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mains, including robotics [43] and intelligent transportation
[34]. This technique has been used in various applications.
For example, some recent point cloud compression methods
need clustering algorithms to downsample points [37, 38].
The non-learning clustering algorithm is also proved use-
ful for some standard tasks like semantic segmentation [22]
and object detection [44].

In this paper, we propose to only rely on an existing neu-
ral network for the semantic classification part, then pro-
cess the point-wise clustering part with traditional LiDAR
cluster algorithms. As far as we know, we are the first to
propose solving panoptic segmentation with the traditional
point cloud clustering algorithm. Therefore, instead of de-
veloping new techniques, we would rather conduct a com-
prehensive technical review to investigate the performance
of all existing methods. Specifically, we pick the state-
of-the-art semantic model Cylinder3D [45, 47] to provide
the semantic label of each point. Then we run various Li-
DAR clustering algorithms to obtain the instance label of
each object. Cylinder3D has open-source code with pre-
trained checkpoints, thus we can easily use the same se-
mantic model to conduct a fair comparison among different
clustering methods.

Under this setting, we evaluate various representative
cluster methods implemented by us on the well-known se-
manticKITTI dataset [3, 27]. We discuss more details about
each selected clustering method in Section III. The same as
the standard panoptic segmentation, P() (panoptic quality)
is used to measure the panoptic performance of the clus-
tering method. We also report other indicators used in Se-
manticKITTI when compare with methods on the leader-
board.

Contributions. We believe this survey paper will be benefi-
cial for both academic research and industrial applications.
We summarize the contributions of this paper below:

» We propose a new framework for LiDAR panoptic seg-
mentation. We are the first to demonstrate the possibil-
ity of solving the LiDAR panoptic segmentation with a
semantic network and a traditional clustering method.
This solution outperforms all end-to-end network solu-
tions published recently. The classic clustering method
runs in millisecond-level on CPU, alleviates labeling
effort on the instance part, and has a chance to adapt to
new unseen scenarios better because it has no bias to-
ward the training set. As a traditional method, it is not
a network-style black-box, thus gives people a clear
idea of when the method performs better or worse.

o We set up a benchmark for LiDAR clustering algo-
rithms. An issue of previous research about the LIDAR
clustering method is the ambiguity of evaluation met-
rics due to the existence of large non-object surfaces
such as walls and ground. In this paper, we filter out

all those non-object points by using a semantic model
with published code and checkpoints 2. So the clus-
tering algorithm can only focus on points that belong
to objects. We further use the well-recognized evalu-
ation metrics [36, 30] of panoptic segmentation to di-
rectly evaluate and compare the effectiveness of differ-
ent clustering methods. Thanks to the high quality of
the SemanticKITTI dataset and leaderboard [3, 27], fu-
ture research about LiDAR clustering topic can follow
our benchmark as the de facto comparison baseline.

2. Literature Review

In this section, we give a brief literature review of the
panoptic segmentation task as well as the point cloud clus-
ter method. More technical details about selected cluster
methods will be introduced in the next section.

2.1. Panoptic Segmentation

Panoptic segmentation is a newly proposed task to fully
understand a single image frame [19]. A solution to panop-
tic segmentation is expected to simultaneously classify pix-
els that belong to stuff as well as recognize each individ-
ual countable thing. The uncountable amorphous region of
identical texture is known as stuff, for example, road, water,
sky, etc. Things are those countable objects like persons,
cars, etc. As this task is a combination of semantic seg-
mentation and instance segmentation, it is natural to extend
many deep learning models originated from existing seman-
tic or instance solutions with extra modifications to meet the
requirement of the panoptic benchmark [8, 40].

2.2. LiDAR Panoptic Segmentation

LiDAR panoptic segmentation is a counterpart of image
panoptic segmentation on the point cloud. The model needs
to give the semantic label for each point and group points
that belong to the same instance together [27]. The range
image representation gives the convenience of directly mod-
ifying image-based methods on the point cloud, including
both the one-stage DeepLab style method [10] and two-
stage Mask R-CNN style method [35]. Considering spe-
cific 3D information encoded in point cloud inspired some
specially designed network structures, such as a dynamic
shifting module developed in [17].

As a very new task [3, 27] proposed in this deep learning
era, many researches directly dive into the deep learning
solutions. However, despite the semantic classification part,
point cloud clustering is a long-existing research topic that
also has a chance to contribute as part of the panoptic task.

2.3. Point Cloud Cluster Methods

The point cloud is a common representation of the 3D
world. How to cluster objects from the point cloud is a

Zhttps://github.com/xinge008/Cylinder3D

2465



long-standing problem in the literature. Instead of the hot
topic of dealing with 3D points using neural networks, we
investigate traditional geometry-based point cloud cluster-
ing methods. We want to show those underestimated classic
methods are valuable assets for solving real-world computer
vision challenges if they are properly combined with recent
deep learning models.

Clustering with Euclidean Distance. Using the Euclidean
distance to cluster points is a straightforward idea explored
in [20], authors developed a radially bounded nearest neigh-
bor (RBNN) algorithm for the general point cloud. They
further extended RBNN by considering the normal vector
[21], which makes the algorithm prone to segment surfaces.
Since LiDAR is mostly used in the outdoor scenario, seg-
menting the road surface is crucial. A novel ground seg-
menting algorithm was proposed in [9], other non-ground
points were clustered with voxelized Euclidean neighbors.
In [15], researchers provided a probabilistic framework to
incorporate not only the Euclidean spatial information but
also the temporal information from consecutive frames. The
under-segmentation error and over-segmentation error used
in [15] also shed a light on how we should compare and
evaluate various point cloud clustering methods.

Clustering with Supervoxels or Superpoints. Without hu-
man knowledge, it is hard to define objects from the raw
point cloud. Inspired by the concept of superpixels from
the traditional image processing [1], some researchers are
interested in finding super voxels in the Euclidean space.
In [29], authors proposed a voxel cloud connectivity seg-
mentation (VCCS) method which extends the definition of
distance used in the iterative image pixel cluster SLIC [1].
From the view of clustering, super voxels or super points
usually over segment objects as presented and discussed in
[5,23].

Clustering on Range Image. Besides the naive Euclidean
distance [20, 21, 9], researchers explored more clues aim-
ing at finding better criteria to separate neighbor points be-
long to different clusters. In [6, 42], the angle formed
by two adjacent laser beams is considered to construct
the discriminator. To make the algorithm fast enough for
real-time applications, authors of [6] worked on the 2D
range image representation of the LiDAR point cloud. This
led to several works which proposed fast clustering meth-
ods on LiDAR range images by borrowing ideas from
connected-component labeling (CCL) algorithms[43, 12].
The connected-component labeling (CCL) is a graph algo-
rithm used in computer vision to detect connected regions
in binary digital images [14]. Due to the inherent difference
between binary images and LiDAR range images, authors
of [43, 12] modified existing CCL methods, such as two-
pass CCL [41] or run-based CCL [13], so that the clustering

algorithms can run at millisecond level.

Post-Process for Over-Segmentation. Over-segmentation
means a single object is wrongly clustered into multiple
parts. Successfully merging over segmented parts will im-
prove the clustering quality for some models. In [34], a
Gaussian process regression method is proposed to improve
the accuracy as a post-process step. Some heuristic meth-
ods inspired by the 3D information are also attempted in
[25, 26]. Those heuristic methods mainly consider the fact
that two objects can not stay too close.

Evaluation Metrics. Earlier publications in this field only
evaluated the clustering method on private datasets with
unique settings [20, 21, 9]. Recent papers [15, 34, 43, 42,
12] tried to use the popular KITTI dataset [11]. However,
there are still some problems in those papers. For example,
[15] evaluated cluster performance on the KITTI tracking
dataset but only considered objects within 15 meters.

The lack of a well-recognized benchmark is a problem
that limits further research about point cloud clusters. In
this paper, we propose to utilize the panoptic segmentation
task on SemanticKITTI as a benchmark. All the cluster-
ing methods should share the same semantic segmentation
model to let the cluster only focus on points that belong to
instances. We use the open-sourced state-of-the-art Cylin-
der3D [45, 47] as the semantic model in this paper. A series
of indicators designed for panoptic segmentation, including
PQ, PQT, etc, are able to measure and compare different
cluster solutions as they share the same semantic part.

3. Selected Reviewed Methods

Existing point cloud clustering methods can be broadly
summarized as four types, the Euclidean-based cluster in
3D space, clustering point cloud into supervoxel or super-
point, modified one-pass connected-component labeling on
range image and modified two-pass connected-component
labeling on range image. In this method review section, we
pick the most typical algorithm in each type and give a more
detailed introduction.

3.1. Euclidean Cluster

Euclidean cluster is a straightforward clustering method.
It firstly constructs the kd-tree on the entire point cloud,
then groups all neighbor points within a radius threshold
as one instance. We illustrate the Euclidean cluster in Alg.
1. There is one parameter, the radius threshold. Intuitively,
a larger threshold will group close objects together, but a
smaller threshold is more sensitive to object parts with few
points. Thus we choose a moderate 0.5 meter as the thresh-
old in this paper. More details about the Euclidean cluster
can be referred in [31, 32].
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Algorithm 1 Euclidean Cluster

Input : Point cloud P, Euclidean distance threshold dy,
Output: A list of labels for each point C

Create a kd-tree to represent P;
C = list(]0, ..,0]), label = 1;
foreach point P; in P do
if C; > 0 then
|  Continue;
end
S(P;) < aset of points near p; in a sphere with radius r < d¢p;
C; = label;
foreach point P; in S(P;) do
if C; == 0 then
| C; = label;
end
end
label = label + 1;

end
return C

3.2. Supervoxel Cluster

Superpixel SLIC [1] is a well-known traditional image
processing operator that groups local pixels to a larger one
with common characteristics. Supervoxel [29] is designed
on RGB-D point cloud as a counterpart of superpixel on the
2D image.

Compared with superpixel, there are three major differ-
ences of supervoxel. The first one is about initial seeds. In
supervoxel, the seeding of clusters is done by partitioning
3D space, rather than the projected image plane. The sec-
ond difference is an extra constrain that the iterative cluster-
ing algorithm enforces strict spatial connectivity of occu-
pied voxels when considering points for clusters. The third
one is the definition of the distance used in k-means. In
supervoxel, instead of the distance on 2D image, the 3D
Euclidean distance and the angle of the normal vector are
further considered along with the color similarity. Note that
the definition of supervoxel distance in point cloud library
(PCL) [32] is different with original paper [29]. We choose
the one implemented in PCL in this paper.

The distance D is defined in Eq. 1. The spatial distance
Dy is normalized by the seeding resolution, color distance
D, is the euclidean distance in normalized RGB space, and
normal distance D,, measures the angle between surface
normal vectors. w,., ws, and w,, are the color, spatial, and
normal weights, respectively.

sD?
D = \|w.D2 + “;)R; + w, D2. (1)

In this paper, we are working on the LiDAR point cloud
without RGB color information, thus the color distance D,
is set as zero for all points. The left iterative k-means of su-
pervoxel is the same as superpixel SLIC [1] on 2D images.
Eq. 1 helps the method balance the local normal and the
local Euclidean distance.

3.3. Depth Cluster

Depth cluster [6] is
a fast one-pass CCL
(connected-component
labeling) algorithm on
the LiDAR range image.
The CCL algorithm on
the binary image needs
to check if two neighbor
pixels both have intensity
one. However, the CCL
on the LiDAR range image
is required to define the
condition that determines

Figure 2:
) . - points A and B emitted from Li-
if two neighbor points are DAR O, whether the angle 3 be-
coming from the same (ween line BA and line BO is
object. In depth cluster jarger or smaller than a threshold
algorithm, this condition is  § is the condition to determine if
defined by using a magical point A and B coming from the
angle 5 shown in Fig. 2. same object or not.

Authors [6] argue if the 8

is larger than an angle threshold 6 then point A and point
B are coming from the same object. With this condition,
the depth cluster algorithm is summarized in Alg. 2. In [6],
they choose 6 = 10° as the threshold value that is also used
as a fixed parameter in this survey.

For two neighbor

Algorithm 2 Depth Cluster
Input :Range image R
Output: Label image L

L < zeros(Rrows X Reols), label < 1;
forr =1,..., Rrows do
forc=1,..., R.ois do
if L(r,c) == 0 then
LabelComponentBFS(r, ¢, label);
label = label + 1;

end
end
end
return L
Procedure LabelComponentBFS(r, c, label)
queue.push({r,c});
while queue is not empty do
{r, c} < queue.top();
L(r,c) + label,
for {rn,cn} € Neighborhood{r,c} do
d1 < maz(R(r,c), R(rn,cn));
da < min(R(r,c), R(rn,cn));
if arctandldf;% > 0 then
| queue.push({rn,cn});
end
end

queue.pop();

end
end
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Figure 3: This figure illustrates how Scan-line Run cluster
the point cloud. a) The first scan-line is segmented as two
runs, denoted as run; and runs with labels C; and Cs re-
spectively. b) The second scan-line is firstly segmented as
rung, rung and runs, then merged with existing clusters
labeled as C; and C5 from the previous line. The runs
does not fit merging condition with previous clusters, thus
receives a new cluster label C'3. ¢) When two clusters meet
in the third line, they will be merged with the smaller cluster
label. d) The result after merging two clusters.

3.4. Scan-line Run Cluster

Scan-line Run (SLR) cluster [43] is a row-wise fast scan
algorithm based on organized point cloud or range image.
This method is a counterpart of the image-based two-pass
connected component labeling (CCL) algorithm on the Li-
DAR range image. In SLR, all points emitted from the same
horizontal angle are recognized as one scan-line. In a single
scan-line, all nearby points closer than a threshold T'h,.,,
are grouped together, called a run.

In the beginning, SLR takes in the first line, then groups
all nearby points with the Euclidean distance smaller than a
threshold T'h,.,, together as a run. Each run is assigned a
unique label as initial clusters. Next, the SLR moves to the
second line repeat the run segmenting and check if the new
run in the second line meets the merging condition defined
with a new threshold T'hp,erge. Two runs will be merged
together if they satisfy the merging condition. The label will
also propagate. If a new run in the second line does not fit
the merging condition with any previous runs, a new cluster
label will be assigned. For the case, if two clusters meet in a
new line, SLR will merge them with the smaller cluster id.
This procedure will keep moving line by line till all LIDAR
scan lines are processed. We visualize the procedure in Fig.
3 by considering the first three lines.

The algorithm is summarized in Alg. 3. The Find-
NearestNeighbor function is aiming at searching the clos-
est point in the previous scan-line. The original paper [43]

provided several ways to query the nearest neighbor with
pros and cons. More details about the SLR cluster can be
referred to it [43].

Algorithm 3 Scan-line Run

Input : Organized N line Point Cloud P = { Py, P», ..., Py }
Output: Cluster ID of each point L = {L1, L2, ..., Ly }
Initilization

P;: ith ordered scan-line with range value of each point

L;: cluster id of each scan-line, initialized with zero

thrun < 0.5m : threshold to group points to a run

thmerge < 1.0m : threshold to merge runs to a cluster

label; g, : vector of point index, each label has an independent row

runsCurrent = FindRuns(P1, thrun);
for run in runsCurrent do

label; g, .push_back((i,run)) ;
Li[run] = label;q,.size;

end

runsAbove = runsCurrent ;
fori =2: N do

runsCurrent = FindRuns(P;, thrun);
UpdateLabellndex(runsCurrent, runsAbove);
runsAbove = runsCurrent ;

end
Assign label from label; g, to L;
return L

Procedure FindRuns(P;, thrun)
run_all < [ |, run_each < [];
for index in P;.size do
if is_.empty(run_each) then
| run_each.append(index); continue;
end
if abs(P;[index] — P;[index — 1]) < thyyn then
run_each.append(index); else
run_all.append(run_each); run_each + [ |;
end
end
Return run_all
Procedure UpdateLabellndex(runsCurrent, runsAbove)
for run in currentRuns do
for index in run do

if abs(P;[index] — P;_1[indexnn]) < thmerge then
| Lilindex] = L;_1[indexnn];
end
end
if sum(L;[run]) == 0 then
label; g, .push_back((i,run));
L;[run] = label;q,.size;
end
runLabel = min(L;[run]);
L;[run] = runLabel;
for eachLabel in L;[run] do
if each Label > runLabel then
mergedLabel = label;q,[eachLabel—1];
label; g, [eachLabel—1].delete;
label;qy [runLabel—1].insert(mergedLabel);

end
end

end
end
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3.5. Implementations

We implement all aforementioned four methods with
C++ and wrap implementations with Pybind11 [18] as
python functions. Although those methods are designed for
point cloud clustering, none specifically focuses on panop-
tic segmentation. To make them adapt better to the Se-
manticKITTI dataset, some minor modifications are intro-
duced.

Euclidean Cluster. We directly use functions in PCL (point
cloud library)[32] to implement the Euclidean cluster. Due
to the use of the kd-tree data structure, the time com-
plexity of the Euclidean cluster is non-linearly depending
on the total number of points. We subsample the whole
point cloud, and randomly choose one point from each
10cm x 10ecm x 10cm voxel. The same instance label will
be assigned to other points from the same voxel.

Supervoxel Cluster. We discard the RGB color distance as
we are working on the LiDAR point cloud.

Depth Cluster. The depth cluster assumes each point on the
range image will have neighbors on adjacent pixels. How-
ever, the original data provided by KITTI is an unordered
3D point cloud. The range image generated by mapping
this point cloud will contain many holes. To overcome this
problem, our implementation will keep searching the neigh-
bor within a threshold until finding the neighbor point.

Scan-line Run Cluster. Scan-line Run cluster will meet
the same problem as Depth Cluster that many holes exist
between LiDAR points. Therefore, we develop a make-up
search strategy. The make-up search will brute-force scan
every point from the above two lines, instead of the origi-
nal above one line, to find the nearest points. The make-up
search is triggered when searching in above one line failed,
thus only slightly increases the time cost.

4. Experiments

In this section, we firstly compare all four methods re-
viewed in this paper on the validation set of the panoptic
segmentation challenge. Then, we report the performance
of the best method on the test leaderboard and demonstrate
a state-of-the-art result by comparing it with other end-to-
end neural network solutions.

4.1. Dataset

Datasets used in previous clustering papers have some
common problems. For example, the definition of the clus-
ter is ambiguous, trees and walls are also clustered [6]; the
metric is limited such as only consider objects within 15
meters [15]. In this paper, we propose to use the newly re-
leased panoptic segmentation challenge on SemanticKITTI
as a benchmark. This dataset overcomes all previous prob-
lems. The definition of the object is very clear. If the same

semantic segmentation model is used to provide labels for
those non-object points, metrics designed for panoptic seg-
mentation can exactly be used to evaluate clustering perfor-
mance.

SemanticKITTI [3] is a point cloud dataset about out-
door autonomous driving. It provides the benchmark of
three tasks, point cloud semantic segmentation, point cloud
panoptic segmentation [4], and semantic scene completion
[2]. The dataset contains a training split with ten LiDAR
sequences, a validation split with one sequence, and a test
split with eleven sequences. All labels on the test split are
unavailable. Users need to submit the prediction results to
the leaderboard for final evaluation scores.

Semantic Predictions. The clustering method works as
a post-process step only focusing on instance points. All
methods should use the same semantic model to make a
fair comparison. Intuitively, a semantic model with bet-
ter performance should give a better performance in terms
of the panoptic. Considering this, we choose Cylinder3D
[45, 47] as the semantic model to provide semantic seg-
mentation predictions. Cylinder3D is the state-of-the-art
semantic model with open-sourced code. In the future, if
more powerful semantic models are developed, all panoptic
results reported in this paper may become even better.

4.2. Metrics

The metric used in this paper is the same as panoptic
segmentation. P() (panoptic quality) is the major indicator
defined to measure both the semantic segmentation for stuff
and the instance segmentation for things [19]. An improved
PQT is further defined [30]. More indicators are reported
in the leaderboard, please refer to those papers for more de-
tails [19, 30]. We give some discussions while comparing
with others in Section 4.4. Note, sharing the same seman-
tic segmentation makes it possible to measure cluster al-
gorithms by using those panoptic segmentation indicators.
Better metrics to measure the cluster performance may be
designed in the future.

4.3. Cluster Performance Comparison

Methods Settings ‘ PQ
dgn=0.5m 56.9
Supervoxel Cluster | w,, ws, w,= 0.0, 1.0, 0.0 | 52.8
Supervoxel Cluster | w,, ws, w,= 0.0, 1.0, 0.5 | 52.7

Depth Cluster 0=10° 55.2

Scan-line Run thrun, thmerge= 0.5, 1.0 | 57.2

Euclidean Cluster

Table 1: Performance comparison on validation set (se-
quence 08) of SemanticKITTI panoptic segmentation.
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Table 2: The performance comparison on SemanticKITTTI test set (sequence 11 to sequence 21). The red indicates the best,
and the blue indicates the runner-up. sem-+box means semantic segmentation with 3D object detection. sem+cluster means

semantic segmentation with clustering algorithm.

Methods Type

Venue | PQ PQf RQ SQ |PQ™" RQ™" SQT" | PQSt RQ® SQ\mIoU

KPConv[39]+PointPillars[24] sem-+box - |44.5
RangeNet++[28]+PointPillars[24]| sem+box - 137.1

KPConv[39]+PV-RCNN [33] sem-+box - 150.2

Panoptic RangeNet[27] panoptic |iros20|38.0
Panoster[10] panoptic | ral21 |52.7
PolarNet_seg[46] panoptic |cvpr21|54.1
DS-Net[17] panoptic |cvpr21|55.9

52.5 54.480.0| 32.7 38.7 81.5|53.1 659 79.0| 58.8
459 47.0759| 20.2 252 752|493 628 765|524
57.5 61.480.0{ 43.2 514 80.2|559 68.7 79.9| 62.8
47.0 48.276.5| 25.6 31.8 76.8 |47.1 60.1 76.2| 5009
59.9 64.180.7| 49.4 58.5 833|551 682 78.8] 599
60.7 66.081.4| 53.3 60.6 87.2 |54.8 68.1 77.2|59.5
62.5 66.782.3| 55.1 62.8 87.2|56.5 69.5 78.7| 61.6

sem+cluster| - [56.0

Cylinder3D[47, 45]+SLR [43]

62.6 67.482.1| 51.8 61.0 84.2|59.1 72.1 80.6| 67.9

By using the same semantic result, we compare the per-
formance of all four selected cluster algorithms on the Se-
manticKITTT validation set in Table 1. For the Euclidean
cluster, we set dy, (distance threshold) with a moderate
threshold 0.5 meter. This makes sense as a large d;;, will
group close objects together, and a small d;;, will be sensi-
tive to faraway objects with few points. For the supervoxel
cluster, we mainly investigate the effect of fusing normal
information with distance. However, the result in Table
1 reports a slightly worse P() when considering the extra
normal information. Without normal, supervoxel will de-
generate to evenly cut of the 3D space, thus has the worst
performance among all four methods. For the depth clus-
ter, we keep the same choice of the angle threshold 8 as the
original paper. For the scan-line run cluster, the values of
two distance thresholds are also kept the same with the pa-
per. The scan-line run cluster achieves the best performance
on the validation set in all four methods. We visualize some
samples of this clustering algorithm on SemanticKITTI val-
idation set in Fig. 4.

4.4. State-of-the-art Comparison on Leaderboard

From Table 1, we show the Scan-line Run (SLR) [43] is
the best clustering algorithm among the four methods eval-
uated on the SemanticKITTI validation set. Then, we eval-
uate our pipeline on the SemanticKITTTI test set by using
SLR as the traditional cluster to combine with Cylinder3D
[47,45]. In Table 2, we report the performance and compare
this hybrid solution with others. There are two major types
of competitors. One type is panoptic segmentation com-
bined with semantic segmentation and 3D object detection,
numbers are cited from [17]. This kind of solution needs
two large networks with redundant computational cost and
information. The second type is the end-to-end panoptic

segmentation model. The proposed hybrid solution outper-
forms all others on the leaderboard in terms of two major
indicators PQ and PQ'. For other metrics reported in the
leaderboard, our pipeline achieves comparable performance
with the current state-of-the-art method DS-Net [17].

Relationship with Semantic Segmentation. One inter-
esting finding from the Table 2 is the number comparison
with DS-Net [17]. Our hybrid solution performs better for
PQ%, RQSt and SQ°t, but performs worse for PQ™™",
RQT" and SQ™". The indicators PQ°*, RQ"*, and SQ**
measure the model performance on non-object points. So
we can say the reason our hybrid solution can achieve the
state-of-the-art performance is because the traditional clus-
ter algorithm almost keeps the same high performance of
the semantic segmentation model as well as provides pretty
good instance clustering results. This is a unique advan-
tage of the traditional method. For those end-to-end net-
work solutions, involving the extra instance branch beside
the semantic segmentation makes the training of the net-
work become a multi-task learning problem. It is unclear
how multi-task learning will affect the network performance
on semantic segmentation. In Cylinder3D [45, 47], authors
show extending the semantic with extra instance branch de-
creases the mloU from 65.9 to 63.5 with 2.4 point drop on
the validation set. In our case, adding the traditional cluster
only decreases the mloU from 68.9 to 67.9 with one point
drop on the test leaderboard. This advantage of the tradi-
tional method with the high-quality instance clustering per-
formance helps our proposed pipeline outperform others for
major panoptic indicators PQ and PQ'.

4.5. Time Complexity

The inference time is also an important factor. Let’s as-
sume there are N points in total, and the number of pix-
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Figure 4: Visualization of the Scan-line Run clustering result on some samples from the SemanticKITTI validation set. One
failure mode is two cars stay close to each other as well as park perpendicular to the LiDAR scanner, circled with the red
dash box. For each sample pair, the top is the point cloud and the bottom is the range image.

els on the range image is roughly the same as N. Due to
the construction of the kd-tree, the Euclidean cluster has
Nlog(N) time complexity. We voxelize the space with the
cube of size 10cm. If there are m cubes with points in-
side them, the time complexity of the Euclidean cluster is
mlog(m), and m < N for 64 line LiDAR. Both the depth
cluster and scan-line run cluster are working on the range
image with modified connected-component labeling algo-
rithms. Therefore, those two clustering methods have the
linear O(NV') complexity. The inference speed of supervoxel
is saved by limit the searching region, or seed resolution.
In Table 3, we directly report the inference time of the su-
pervoxel implementation in point cloud library (PCL) with
0.5m voxel resolution and 8.0m seed resolution.

Methods Speed of Single Frame
Euclidean Cluster 16.2ms
Supervoxel Cluster 62.5ms

Depth Cluster 18.1ms
Scan-line Run 29.0ms

Table 3: Inference time of one LiDAR frame. All our im-
plementations run on a single thread of i7-6700K CPU @
4.00GHz.

We report the average single frame inference time of our
implementations in Table 3. Although the inference time is
also decided by the coding quality, we present those num-
bers here to emphasize that traditional cluster algorithms
are fast enough to work with the 10Hz LiDAR frame rate.
Note, the original depth cluster paper [6] reports 4.7ms to
process each LiDAR frame. This time difference with our
implementation is partially caused by the existence of many
holes on the KITTI range image.

5. Conclusion

This is a technical survey paper about LiDAR point
cloud cluster methods and their performance evaluation on
the panoptic segmentation benchmark. We want to deliver
the message that the traditional clustering algorithm is a
useful asset for 3D point cloud tasks. From the view of
the LiDAR panoptic segmentation, we propose a new hy-
brid pipeline with state-of-the-art performance. From the
view of the point cloud cluster method, we provide a bench-
mark to fairly evaluate and compare different clustering al-
gorithms. All the code used in this paper will be released to
the public. We believe this work will be useful for both the
academic research and engineering designs to better under-
stand the LiDAR point cloud towards solving the real-world
problem.
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