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1. Color-Correlated Asymmetric 3DMMs

In our main paper we build 3DMMs using Gaussian pro-
cesses that include symmetry and color-channel correlation
heuristics. To assess the effects of these heuristics individu-
ally, we can also build 3DMMs that include only one of these
heuristics. Specifically, we experimented with constructing
3DMMs whose albedo models have correlated color chan-
nels but which lack symmetry. This enables us to compare
the relative importance in an analysis-by-synthesis setting
of the symmetry and color-correlation heuristics of our sym-
metric 3DMMs.

Our main paper defined albedo kernels K;%7,, and
K7, These kernels possess a color-channel correlation
heuristic but lack an explicit symmetry heuristic (K777,
is symmetric, but this is only because we assume that the
reference face is symmetric). We may average these kernels
to produce an albedo kernel K5°" = 0.5(K .7, + K¢5%5,)
which combines physical-space and RGB-space distance
information. Samples from K75, and K;°° are shown
in Figure 1. By combining these albedo kernels with our
shape kernel K,, we can construct 3DMMs which possess a
color-channel correlation heuristic but which lack an explicit

symmetry heuristic. We list these 3DMMs in Table 1.

We repeat the face recognition experiment presented in
Section 3.1.2 of our main paper with these 3DMMs (once
again using the mean of the 2019 Basel Face Model [2] as our
reference mesh). The results of this experiment are shown in
Table 2, along with a copy of the results with the standard
and symmetric 3DMMs that were shown in the main paper.
Table 2 demonstrates that the color-correlated asymmetric
3DMMs perform comparably to the symmetric (and color-
correlated) 3DMMs on faces with 15° and 30° yaw angles.
On faces with 45° yaw angles, they are significantly worse,
indicating that (unsurprisingly) a symmetry prior becomes
more important as the yaw angle increases. Nevertheless, in
general the color-correlated asymmetric 3DMMs perform
quite well. This indicates that in an inverse graphics context
the color-channel correlation heuristic is more important to
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name shape kernel | albedo kernel
correlated-full K, Kg°*
correlated-RGB K K%
correlated-XYZ K K&y

Table 1: Our Gaussian processes for modeling faces with
color-correlated but asymmetric kernels.

angle 15° 30° 45°
probe id 140_.16 130_.16 080_.16
standard-full 84.7 69.9 54.2
standard-RGB 76.3 57.8 28.9
standard-XYZ 77.1 62.7 35.7
correlated-full 92.4 87.1 66.7
correlated-RGB  71.5 58.6 37.8
correlated-XYZ  76.7 614 45.8
symmetric-full 93.2 85.9 72.3
symmetric-RGB  73.5 61.4 40.2
symmetric-XYZ  73.1 58.6 44.2

Table 2: Face recognition results on images from the Multi-
PIE database [3]. Each column represents the accuracy for
a set of probe images with a common yaw angle given in
the first row. The second row gives the common ending of
the IDs in the Multi-PIE dataset of the probe images with
a given yaw angle. The gallery is constructed from images
with a yaw angle of 0° (dataset IDs ending in 051_16).

our symmetric 3DMMs than the symmetry heuristic is, at
least for input images with a low yaw angle.

2. Samples from Kernels

In Figure 1, we show samples from our various shape and
albedo kernels, applied to the mean of the 2019 Basel Face
Model [2]. While these samples are clearly non-naturalistic,
this does not invalidate the results of Section 3 of our main
paper. We make no claim that our 3DMMs accurately
model the distribution of human faces; rather, we claim



that they are of sufficient quality to be useful in a ma-
chine vision context.

3. Additional Bird and Fish Models

In our paper we presented bird and fish 3DMMs created
analogously to the standard-full and symmetric-full 3DMMs,
ie. with K¢ and K,, and with K;¥" and K;¥", respec-
tively. We can also define similar bird and fish 3DMMs
using albedo kernels that only rely on physical distance; i.e.,
using K xy. and K740 instead of K, and KZ¥". This
produces two new 3DMMs for each reference mesh, which
for space reasons are listed as listed as “XYZ standard” and
“XYZ symmetric”. Figure 2 shows samples from these two
bird 3DMMs, as well as reconstructions produced with these
models of the bird images that were used in the main pa-
per. Figure 3 shows analogous samples and reconstructions
for the two new physical-distance-based fish 3DMMs. The
results are close to those produced in the main paper; this
is unsurprising given that the 3D mesh used to build these
3DMMs does not include complex coloration, and instead
has near-piecewise-constant albedo.

In both Figure 3 and in the main paper, we obtain our
input natural fish images from Wikipedia'.

4. Additional Registration Results

Figures 4, 5, 6, and 7 offer a variety of quantitative
metrics of the shape error of the registered meshes produced
in our paper’s registration tasks. As in the main paper, in all
figures the “shape and albedo” option refers to meshes regis-
tered using both shape and albedo information in the MCMC
method, while the “shape only” option refers to meshes reg-
istered using only shape information in the MCMC method.
These figures do not take into account the stability of the
reconstruction or the albedo error.

We estimate shape error through Hausdorff distance (Fig-
ures 4 and 6) and chamfer distance (Figures 5 and 7)
between either the vertices of the registered meshes and the
corresponding scans (Figures 4 and 5) or a sparse set of
landmarks on the registered meshes and corresponding scans
(Figures 6 and 7). We obtained landmark information by
using the landmark annotations given in [5] for each of the
10 input meshes and the landmark annotations provided with
the 2019 Basel Face Model [2] for the registered meshes
(since these have the same topology as the 2019 Basel Face
Model).

Figures 4 and 5 demonstrate that including albedo in-
formation along with shape information slightly increases
the shape reconstruction error. As noted in the main text,

I'The links are:
https://en.wikipedia.org/wiki/File: Acanthurus_achilles1.jpg,
https://en.wikipedia.org/wiki/File: Acanthurus_dussumieri.jpg, and
https://en.wikipedia.org/wiki/File:Paracanthurus_hepatus_(Regal_Tang).jpg

this is to be expected; the shape-only reconstruction is opti-
mized to produce the lowest shape error possible, whereas
the reconstruction produced using both shape and albedo is
also optimized to produce a low albedo error, and by defini-
tion cannot have a lower shape error than the reconstruction
with the minimum shape error. However, the increase in
shape error is not very large. Furthermore, Figures 6 and
7 demonstrate that including albedo in registration does not
significantly affect the shape error of landmarks. This sug-
gests that the incorporation of albedo information does not
reduce the registration quality of the important aspects of
face shape.

5. Specificity, Generalization, and Compact-
ness

Figure 8 shows plots of the specificity, generalization, and
compactness [6] of our 3DMMs and the 2017 Basel Face
Model [2]; specifically, it shows the specificity and general-
ization of the shape and albedo models of each 3DMM as
a function of the number of principal components included.
We compare the 2017 Basel Face Model (“BFM 2017”)
and versions of the standard-full (“standard’), symmetric-
full (“symmetric”), and correlated-full (“correlated”) models
built using the mean of the 2017 Basel Face Model as tem-
plate. We use as our dataset the ten scans provided with the
2009 Basel Face Model [5]. We also include the symmetric-
x models, where z is a scan ID number (001, 002, 006,
014,017,022, 052, 053, 293, or 323); for these mod-
els we exclude the scan used to build the model. We report
results averaged across the symmetric-z models as “single-
scan”. We measure specificity and generalization using 1, 2,
5, 10, 20, 50, 100, and all (199) principal components. We
indicate the specificity and generalization of the mean of the
2017 Basel Face Model, considered as a 3DMM with zero
principal components, with a black line.

We may observe that, for all numbers of principal com-
ponents, the generalization of our 3DMMs’ shape models
is comparable to that of the 2017 Basel Face Model, while
the generalization of our 3DMMs’ albedo models is in fact
superior to that of the 2017 Basel Face Model. The speci-
ficity of our 3DMMs’ shape and albedo models, is, of course,
inferior to that of the 2017 Basel Face Model. This is un-
avoidable as our models’ were constructed using far less
data than the 2017 Basel Face Model. We may additionally
observe that our single-scan models perform comparably to
the standard-full model across all conditions.

6. Qualitative Reconstructions

Figures 9, 10, 11, and 12 provide additional qual-
itative reconstruction results. Figures 9 and 10 present
qualitative reconstructions (in frontal and side views, respec-
tively) of images from the Labeled Faces in the Wild dataset
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Figure 1: Three random samples from each of the shape and albedo kernels applied to the mean of the 2019 Basel Face Model
[2] and rendered under ambient illumination. The first two columns are the two shape kernels, while the remaining eight

columns are the albedo kernels.
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Figure 2: On the left: the reconstructions produced by the
two bird models built using only physical distance informa-
tion on six images taken from the Caltech-UCSD Birds 200
dataset [7]. On the right: samples from these models, shown
in frontal and side views.

[4] produced using all the 3DMMs constructed using the
mean of the 2019 Basel Face Model [2]. Figure 11 presents
qualitative reconstructions of the same images produced us-
ing 3DMMs built from the scans included with the 2009
Basel Face Model [5]. These reconstructions are signifi-
cantly lower-quality, because a significant portion of the
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Figure 3: On the top: the reconstructions produced by the
two fish models built using only physical distance informa-
tion on three natural images of fish. On the bottom: samples
from these models, shown in side views.

shape of the template mesh is preserved during the MCMC
process. Figure 12 presents qualitative reconstructions of
different images from the Labeled Faces in the Wild dataset
that contain significant occlusion. Figure 12 includes both



3D reconstructions as well inferred occlusion masks. Fig-
ure 12’s results were produced using the occlusion-aware
MCMC method described in [1].
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Figure 4: The Hausdorff distance between the vertices of
each of the registered meshes and the vertices of the corre-
sponding face scan.
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Figure 5: The average distance between each vertex in each
of the registered meshes and the closest point in the corre-
sponding face scan, with error bars (£1.96 standard error).
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Figure 6: The Hausdorff distance between the landmarks
of each of the registered meshes and the landmarks of the
corresponding face scan.
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Figure 7: The average distance between each landmark in
each of the registered meshes and the closest landmark in
the corresponding face scan, with error bars (+-1.96 standard
error).
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Figure 8: A plot of the specificity, generalization, and compactness [6] of our 3DMMs’ relative to the 2017 Basel Face Model
[2]. “standard”, “correlated”, and “symmetric” refer to versions of the standard-full, correlated-full, and symmetric-full models
built using the mean of the 2017 Basel Face Model, while the “single-scan” results are an average of the performance of
the various symmetric-x models. The scans included with the 2009 Basel Face Model [5] were used as a dataset; for the
symmetric-z 3DMMs, the scan used to construct the 3DMM was excluded. See Section 5 for more details.



standard-full

standard-RGB

standard-XYZ

correlated-full

correlated-RGB

correlated-XYZ

symmetric-full

symmetric-RGB

symmetric-XYZ

w
&
=

Figure 9: The face reconstructions produced from all the 3DMMs built using the mean of the 2019 Basel Face Model [2] on
natural images from the Labeled Faces in the Wild dataset [4], as well as the reconstructions produced using the 2019 Basel
Face Model itself (“BFM”).
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Figure 10: Side views of the reconstructions presented in Figure 9
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Figure 11: The face reconstructions produced from all 3DMMs built using the symmetric-full kernel and scans included with
the 2009 Basel Face Model [5] on natural images from the Labeled Faces in the Wild dataset [4].
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Figure 12: The face reconstructions produced by our standard-full, correlated-full, and symmetric-full models, as well as
the 2019 Basel Face Model [2] (“BFM”), on images from the Labeled Faces in the Wild dataset [4], produced using the

occlusion-aware MCMC method described in [1]. Both the segmentation masks and face reconstructions were inferred purely
with top-down inference.
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