This ICCV workshop paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

VisDrone-DET2021: The Vision Meets Drone Object detection Challenge Results

Yaru Cao', Zhijian He?, Lujia Wang?, Wenguan Wang?, Yixuan Yuan?,

Dingwen Zhang®, Jinglin Zhang®, Pengfei Zhu', Luc Van Gool?, Junwei Han®, Steven Hoi’,
Qinghua Hu!, Ming Liu?, Chong Cheng!?, Fanfan Liu'3, Guojin Cao?,
Guozhen Li'4, Hongkai Wang!?, Jianye He®, Junfeng Wan'2, Qi Wan'?,

Qi Zhao'?, Shuchang Lyu'!, Wenzhe Zhao'?, Xiaogiang Lu?, Xingkui Zhu'!, Yingjie Liu'%, Yixuan Lv'3,

Yujing Ma'!, Yuting Yang®, Zhe Wang®, Zhenyu Xu®, Zhipeng Luo®, Zhimin Zhang?,
Zhiguang Zhang®, Zihao Li'3, Zixiao Zhang?,

Tianjin University, Tianjin, China.
2The Hong Kong University of Science and Technology, Hong Kong, China.
3ETH Zurich, Zurich, Switzerland.
4City University of Hong Kong, Hong Kong, China.
®Northwestern Polytechnical University, Xian, China.
6Nanjing University of Information Science and Technology, Nanjing, China.
"Singapore Management University, Singapore.
8DeepBlue Technology(Shanghai) Co., Ltd, Shanghai, China.
9Xidian University, Xi’an, China.
19Xi’an University of Technology,Xi’an China.
11Beihang University, Beijing, China.
2Beijing University of Posts and Telecommunications, Beijing, China.
13University of Chinese Academy of Sciences, Beijing, P.R.China.
“Dalian University of Technology, Dalian, P.R.China.
15Shenzhen University, Shenzhen, P.R.China.
6Tianjin Polytechnic University, Tianjin, China.
17Xi’an University of Technology, Xi’an, China.

Abstract

Object detection on the drone faces a great diversity of
challenges such as small object inference, background clut-
ter and wide viewpoint. In contrast to traditional detec-
tion problem in computer vision, object detection in bird-
like angle can not be transplanted directly from common-
in-use methods due to special object texture in sky‘s view.
However, due to the lack of a comprehensive data set, the
number of algorithms that focus on object detection us-
ing data captured by drones is limited. So the VisDrone
team gathered a massive data set and organized Vision
Meets Drones: A Challenge (VisDrone2021) in conjunc-
tion with the IEEE International Conference on Computer

Vision (ICCV 2021) to advance the field. The collected
dataset is the same as the previous dataset object detec-
tion challenge. Specifically, the team needed to predict the
bounding boxes of the objects of ten predefined classes. We
received results from a number of teams using different ap-
proaches, and this article describes the 8 team’s approach.
We conducted a detailed analysis of the assessment results
and summarized the challenges. More information can be
found at:http://www.aiskyeye.com/.

1. Introduction

Object detection is developing very rapidly in the field
of computer vision, driving a variety of industrial detection-
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based applications such as autonomous driving, animal de-
tection, face detection and activity recognition. Object de-
tection technology is a method which deals with detect-
ing instances of semantic object of a certain class inside
a picture, indicating object position and object class via a
boundingbox description. In order to finish this “what is the
object and where is the object” task, object detection pro-
cess develop deep-learning based frontend to extract fea-
ture, which requires training tons of groundtruth pictures to
approximate realistic object class. The more groundtruth
is similar to inference object, the more accuracy we can
get in the result. However, object viewed on the drone
is different from traditional ground-view object, which in-
volve some unique challenging factors (e.g., viewpoint
change, scale variation, occlusion, and background clut-
ter) in object detection. These studies have been severely
limited by the lack of large-scale public benchmarks based
on drones. Following VisDrone-DET2018 Challenge[29],
VisDrone-DET2019 Challenge[7] and VisDrone-DET2020
Challenge[6], we held the 4th Vision Meets Drone Ob-
ject Detection in Images Challenge (VisDrone-DET2021)
on June 15, 2021, in conjunction with IEEE International
Conference on Computer Vision (ICCV 2021).

This paper summarizes 8 object detection algorithms
that are better evaluated in this challenge and evaluates
their comprehensive performance. These algorithms are
based on state-of-the-art detectors, and most of them have
recently been published in top computer vision confer-
ences or journals,e.g., Cascade R-CNN [2], YOLO[19] and
CenterNet[28, 8]. The full experiment results can be found
on our website http://www.aiskyeye.com/, which
is helpful to further promote object detection research in
drone-capture scenarios.

2. Related Work
2.1. Object detection Datasets

Recently, numerous datasets have been proposed to deal
with the challenges in object detection, such as scale varia-
tions, background clutter, and illumination variation in the
wild. The most frequently used object detection datasets
include PASCAL VOC [10], MSCOCO[17], ImageNet[5],
and DOTA[22]. PASCALVOC has two data sets, VOC2007
and VOC2012. It contains about 10, 000 images in 20 cate-
gories with bounding boxes for training and validation. MS
COCO data set is a data set established by Microsoft. For
target detection tasks, COCO covers 80 categories. Com-
petitions based on this data set now cover detection, seg-
mentation, key point recognition, annotation, and other cen-
tral tasks of machine vision. The training and validation
set for the annual contest contain 120, 000 images and over
40,000 test images. ImageNet is a computer vision recog-
nition project and is the world’s largest image recognition

database. It contains about 15 million images, 22000 cat-
egories, with strict manual screening and marking. DOTA
is a common data set for remote sensing aerial object de-
tection, which contains 2806 aerial images and 188, 282 in-
stances in 15 categories. Aerial images are different from
traditional datasets and have their own characteristics, such
as larger-scale variation; Dense small object detection; De-
tect the uncertainty of the target.

2.2. Object detection Methods

The current mainstream target detection algorithms are
mainly based on deep learning models. This algorithm di-
vides target detection algorithms into two categories: two-
stage algorithms and one-stage algorithms. The two stages
are based on Region Proposal’s R-CNN algorithm (R-
CNN[13], Fast R-CNN[12], Faster R-CNNJ[20]). It is nec-
essary to generate the target Region candidate frame, and
then classify the candidate frame through the convolutional
neural network. Another single-stage algorithm, taking the
YOLO[19] and SSD[18] algorithms as examples, only uses
convolutional neural networks to extract features, and di-
rectly predicts the categories and positions of different tar-
gets. The rapid development of various detection frame-
works has led researchers to focus on improving detection
performance by integrating complex models. Using data
enhancement strategy to train the deep model can deal with
the lack of training data.

In [15], several detection models are integrated on the
2016 COCO object detection challenge to achieve the most
advanced performance. Xu et al. [23] uses SingleShot
MultiBox Detector[18] as the backbone, combining inte-
grated learning with context modeling and multi-scale fea-
ture representation. In addition, for the sake of reducing the
false positives of the mined bounding boxes, Gao et al. [11]
gathers the classification heads of the box predictor and the
region proposal predictor. In order to reduce the computa-
tional cost, Chen and Shrivastava[3] developed the Group
Ensemble Network, which integrates a ConvNets integra-
tion in a single ConvNet through a shared base and multi-
head structure.

In terms of data enhancement, the most widely used
strategies are random tailoring and multi-scale training.
Some methods improve the accuracy of training by ran-
domly deleting or adding objects to the image[27, 9]. Mo-
saic is a new data enhancement method that can detect ob-
jects outside the normal context by mixing 4 training images
from different contexts. A comprehensive experiment has
been conducted in [1], proving that CutMix[25] and Mosaic
data enhancement are effective in YOLOv4 Breakthrough.

3. The VisDrone-DET2021 Challenge

The VisDrone-DET2021 Challenge aims to predict the
bounding boxes of objects of predefined classes with a real-

2848



valued confidence. Participants are required to submit their
algorithm and evaluate the released VisDrone-DET2021
dataset. They are allowed to use external training data to
improve the model. However, it is forbidden to submit dif-
ferent variants of the same algorithm. Meanwhile, the sub-
mission with the detailed algorithm description obtains the
authorship in the ICCV 2021 workshop proceeding.

3.1. Dataset

Similar to the last three years[29, 7, 6], we use the same
as the former three challenges of dataset. In particular, the
challenge consists of 6, 471 for training images, 548 for ver-
ification images, and 3, 190 for test images. In the test set,
we have 1580 images from the test-Challenge subset for
the workshop competition, and 1610 images from the Test-
dev subset for the public evaluation. In addition, ten object
categories are predefined, i.e., pedestrian, person, bus, car,
van, truck, bicycle, awning tricycle, motorcycle, and tricy-
cle. Some special vehicles (such as machine shop trucks,
forklifts and tankers) that rarely occur are ignored in the as-
sessment.

The participants are asked a detection result of a specific
algorithm, together with the detailed description submitted
to an evaluation server does not exceed 10 times. The best
of the ten submissions is the final result. We encourage par-
ticipants to use the provided training data, but also allow
them to use additional training data. If external data is used,
the usage of the external data must be stated when submit-
ting. In order to make a fair comparison, we will rank the
algorithms trained on the external VisDrone test-dev on the
rankings. In this challenge, the results submitted by dif-
ferent accounts are strictly prohibited from using the same
algorithm. The top few teams that provide better perfor-
mance are the co-authors of the result paper, and the teams
that do not provide algorithm descriptions will not appear
in the paper.

For assessment, we use the MS COCO assessment
protocol[17] on the detection algorithms for ranking, i.e.,
AP, AP50. AP75, AR1, AR10, AR100, and AR50 indica-
tors. In particular, AP is the main indicator, and the cal-
culation method is to average the total step size0.05 of all
10 object categories to the Intersection over Union (loU)
threshold in the range [0.50, 0.95]. AP50 and AP75 are the
average accuracy when loU threshold is 0.50 and 0.75, re-
spectively. In addition, we calculate the sum of 1,10,100,
given by the average recall. Under all object categories and
loU thresholds, each image is detected 500 times.

3.2. Submission

We received 113 submissions from all over the world in
the VisDrone-DET2021 Challenge. In the following, we
briefly overview the submitted algorithms included in the
crowd counting task of VisDrone2020 Challenge and pro-

vide the corresponding descriptions in Appendix A. Among
all the submissions, several methods use ensemble model to
improve the accuracy, e.g., DNEFS(A.7. Two algorithms
are based on YOLO[19] with various effective modules, in-
cluding SOLOER(A.2), TPH-YOLOV5(A.4). Fourth meth-
ods are derived from R-CNN[13], e.g., VistrongerDet(A.5),
Cascade++(A.6) and DBNet(A.1). Swin-T(A.3)is a trans-
former with layered design including sliding window oper-
ation, which can limit attention calculation within a win-
dow. On the one hand, it can introduce the locality of CNN
convolution operation, and on the other hand, it can save
calculation.EfficientNet(A.8) propose a weighted bidirec-
tional feature pyramid structure BiFPN for fast feature fu-
sion work and a new joint scaling method, which is a high-
efficiency and fast detection network suitable for different
calculation conditions.

3.3. Overall Evaluation

The overall results of the submissions are presented in
Table 1. Compared with the winner detectors HAL-Retina-
Net in the VisDrone-DET2018 Challenge[29], DPNet-
ensemble in the VisDrone-DET2019 Challenge[7] and
DroneEye2020 in the VisDrone-DET2020 Challenge[6].
There are top 10 methods in the VisDrone-DET2021 Chal-
lenge achieving a better mAP score of more than 38.00.
By using test-dev dataset in the training phase, the top
performer DBNet(A.1)in Table 1 performs slightly better
than the former top performer DroneEye2020, i.e., 39.43 vs
37.37. As discussed above, the ensemble of several net-
works is effective to improve the accuracy of object de-
tection. In Table 1, DNEFS(A.7) adopts FPN[16], Cas-
cade R-CNNJ2] and YOLOv5(https://github.com/
ultralytics/yolovb) as the baseline network, based
on that, we apply some effective strategies to get better ac-
curacy, such as attention mechanism, double head. On the
other hand, the use of the Cascade-RCNN|[2] framework has
become wide-spread recently (e.g., (A.1), (A.6)) The top
model is based on Cascade R-CNN][2] for Object Detection
which follow the setting get better localization performance
through cascading refine boxes. Besides, Cascade++(A.6)
basing on the existing object detector Cascade R-CNN[2]
adopts an multi-stage object detection architecture. As the
same, Cascade++ composes of a sequence of detectors that
is trained with increasing IoU thresholds and auto label-
assigning, and the network is an anchor-free method. Com-
pared with the baseline Cascade-RCNN[2] Method with
the mAP score of 16.09, the submitted variants largely im-
prove the performance by combining several effective mod-
ules. In Table 1, TPH-YOLOVS5(A.4) bases on the origi-
nal architecture of YOLO-v5(https://github.com/
ultralytics/yolovb5), and replace the convolutional
blocks with Transformers. Then it adds one more predic-
tion head to ease the negative influence from the large vari-
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Method AP[%] AP50[%] AP75[%]|AR1[%] ARI10[%] AR100[%] ARS500[%]

DBNet(A.1) 39.43 65.34 41.07 0.29 2.03 12.13 55.36
SOLOer (A.2) 39.42 63.91 40.87 1.75 10.94 44.69 55.91
Swin-T(A.3) 39.40 63.91 40.87 1.76 10.96 44.65 56, 83
TPH-YOLOV5(A.4)| 39.18  62.83 41.34 2.61 13.63 45.62 56.88
VistrongerDet(A.5) | 38.77  64.28 40.24 0.77 8.10 43.23 55.12
cascade++(A.6) | 38.72  62.92 41.05 1.04 6.69 43.36 43.36
DNEFS(A.7) 38.53  62.86 40.19 1.42 9.38 43.10 54.87
EfficientDet(A.8) | 38.51  63.25 39.54 1.82 11.12 43.89 55.12
DPNet-ensemble | 37.37  62.05 39.10 0.85 7.96 42.03 53.78
DroneEye2020 34.57  58.21 35.74 0.28 1.92 6.93 52.37
Cascade R-CNN | 16.09  31.91 15.01 0.28 2.79 21.37 28.43

Table 1. Object detection results in the VisDrone-DET2021 Challenge.

ance of object scales. Swin-T(A.3) is a Swin Transformer
with a hierarchical design including sliding window oper-
ation, which limited the attention calculation to a window
can introduce the locality of the CNN convolution opera-
tion on the one hand, and save the amount of calculation
on the other hand. And it achieve comparable Performance
with 39.41 mAP, which performs similarly as DBNet(A.1).

4. Conclusions

In this paper, we present the results of the VisDrone-
DET2021 Challenge. It is the fourth annual object detec-
tor benchmarking activity, following the very successful
VisDrone-DET2018, VisDrone-DET2019 and VisDrone-
DET2020 challenges[29, 7, 6]. Many of the submitted
object detection methods set a new state-of-the-art tech-
nique by being evaluated on the same data set. Specif-
ically, the top performer is DBNet(A.1), with the overall
mAP score of 39.43. Besides,there are four ways to obtain
the overall mAP score of more than 39.00: DBNet(A.1),
SOLOER(A.2), Swin-T(A.3), TPH-YOLOvV5(A.4). The
experimental results indicate that ensemble learning of a
few powerful detectors can largely boost the detection per-
formance. Besides. Cascade R-CNN and YOLOVS are
other popular detection frameworks. It is worth mentioning
that the best detector DBNet(A.1) improves the mAP score
by over 5% than before, which shows the development of
object detection in the past year. However, the best mAP
score is still below 40% and is still a long way from achiev-
ing good performance in practical applications. In addition,
due to the limited resources on the UAV platform, the com-
putational complexity of the submitted algorithm requires
further consideration. We hope that we will continue to pro-
vide a platform for advancing target detection methods on
drone-captured scenarios.

A. Submitted Object Detection Algorithms

In this appendix, we provide a short summary of all
crowd counting algorithms that were considered in the
VisDrone-DET2021 Challenge.

A.1. DBNet

Zhe Wang, Jianye He, Zhenyu Xu, Zhimin Zhang,
Zhiguang Zhang, Zhipeng Luo

{wangzh, hejianye,xuzy,zhangzhm,zhangzhg,luozp} @deepblueai.com

Our model is based on Cascade R-CNN[2] for Object
Detection . In detail, we follow the setting get better
localization performance through cascading refine boxes.
Deformable Convolution(DCN)[4] with bottleneck ratio
of 4 is applied both on the layer2.layer3 and layer4 of
ResNext-101, and We use data augmentation(RandomFlip,
ShiftScaleRotate, Multi-Scale, CenterCrop) and image
process algorithm Gaussian noise, RandomBrightnessCon-
trast, Cutout to expand the dataset. After analyzing the
dataset and prediction results, we mark the easily confused
annotation as is crowd and other classes as is crowd. In
this way, we can only do loss without back propagation, so
as not to have a negative impact on the model.In addition,
we also improved the crop function. If we cut the images
directly, it will have a great impact on the boundary, we
only keep the box witch IOU greater than 0.8 with original
box.

A.2. Scaled-yolov4 with transformer and BiFPN
(SOLOER)

Xiaogiang Lu, Guojin Cao, Zixiao Zhang, Yuting Yang
xqlu@ stu.xidian.edu.cn,caoguojincn @ 163.com,
{Zhangzx1999,Ytyang_1} @stu.xidian.edu.cn

Transformers based on the self-attention mechanism
have already shined in major computer vision tasks. There-
fore, when we notice that the data set needs more attention
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to guide the model, we choose to migrate the transformer
to the backbone of the scaled-yolov4[1] structure. We get
a very good result. In addition, although the original FPN
structure can improve the detection ability of small targets,
it has shortcomings. Its fusion mechanism is too simple, so
we introduce a complex two-way feature fusion network
BiFPN into the baseline. Progress has been made in local
verification.

A.3. Swin-transformer object detection with coarse
segmentation (Swin-T)

Hongkai Wang
2200421251 @stu.xaut.edu.cn

There are two major challenges in applying Trans-
former to the image field: The visual entity changes greatly,
and the performance of the visual Transformer may not be
very good in different scenarios. That is, the target size is
variable. Unlike the token size in the NLP task is basically
the same, the target size in the target detection is different,
and it is difficult to have a good effect with a single-level
model.

The image has high resolution and many pixels, and
Transformer’s calculation based on global self-attention
leads to a large amount of calculation. That is, the high res-
olution of the picture. Especially in the segmentation task,
high resolution will cause the computational complexity to
show a quadratic increase in the size of the input image,
which is obviously unacceptable.

In response to the above two problems, we propose a
Swin Transformer with hierarchical design including slid-
ing window operation. The sliding window operation
includes non-overlapping local window and overlapping
cross-window. Limiting the attention calculation to a win-
dow can introduce the locality of the CNN convolution op-
eration on the one hand, and save the amount of calculation
on the other hand.

A4. Improved YOLOVS Based on Transformer
Prediction Head (TPH-YOLOYS)

Xingkui Zhu,Shuchang Lyu, Yujing Ma,Qi Zhao
{adlith, lyushuchang, zhaoqi, zy1902407} @buaa.edu.cn

Our algorithm is based on YOLO-v5(https:
//github.com/ultralytics/yolovb), which
is one of the most efficient DET models to solve dense
object detection task. In Drone-captured images, there are
two main problems: 1) The object scale varies violently,
which will burden the regression. 2) The motion blur
of images caused by drone will make the object hard
to distinguish. To solve the above two main issues, we
propose TPH-YOLOVS.

Based on the original architecture of YOLO-vS5, we re-

place the convolutional blocks with Transformers to ex-
plore the representation potential. We then add one more
prediction head to ease the negative influence from large
variance of object scales. Moreover, we adopt common-
used multi-scale testing strategy and multi-model (TPH-
YOLOVv5x and TPH-YOLOV5x) ensemble method. To fur-
ther improve the overall performance, we visualize the fail-
ure cases of testing samples and find that our proposed ar-
chitecture has excellent localization ability but poor clas-
sification ability, especially on some categories like “bicy-
cle” and “awning-tricycle”. On this issue, we train an extra
classifier(ResNet18) using the instance cropping from train-
ing data as classification training set. With an extra classi-
fier, ourmethod get around 0.8%1.0% improvement on AP
value.

A.S5. Stronger Visual Information for Tiny Object
Detection. (VistrongerDet)

MCPRL Sugar
wanjunfeng @bupt.edu.cn

For purpose better performance, the framework is based on
two-stage R-CNN framework[12, 20, 16, 2]. Among them,
Cascade R-CNNJ2] is trained stage by stage, leveraging
the observation that the output of a detector is a good
distribution for training the next higher quality detector.

According to the characteristic of DET dataset, our
framework integrates the following novel components.

1)FPN level enhancement. Inspired by[14], we adopted
effective fusion factors to solve the above problems. Mean-
while, in order to make FPN features of objects more ex-
pressive, we introduced mask supervision on each layer dur-
ing the model training. We refer to these two strategies as
FPN level Enhancement.

2)ROI level enhancement. In FPN structure, the feature
of each ROI is obtained by pooling on the features of one
certain level. We propose Soft Rol Selection algorithm,
which learns to fusion ROI features from adjacent levels by
parameterizing the procedure of ROI pooling.

3)HEAD level enhancement. We exploit a novel Dual
Sampler and Head Network(DSHNet)[24] to handle head
classes and tail classes separately. And we cleverly add two
supervisors to the classification head, multi-label prediction
and grouping softmax, thereby indirectly avoiding changing
the original structure.

A.6. Cascade++

Fanfan Liu, Guozhen Li, Qi Wan, Zihao Li, Yixuan Ly,
Wenzhe Zhao
liufanfan19@mails.ucas.ac.cn,lgzh@mail.dlut.edu.cn,
wangqi2019 @ email.szu.edu.cn,lizihaol91 @mails.ucas.ac.cn,
lvyixuanl9@mails.ucas.ac.cn,zwz@mail.ie.ac.cn
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We design our method basing on the existing object
detector Cascade R-CNNJ2], which adopts an multi-stage
object detection architecture. As the same, our Cascade++
composes of a sequence of detectors which is trained with
increasing IoU thresholds and auto label-assigning. The
Cascade++ network is an anchor-free method.

As we adopt anchor-free detectors, the original label-
assigning policy in the original Cascade R-CNN is not ap-
plicable. So we proposed auto label-assigning, changing the
relatively hard assigning policy to a soft and adaptive one.
In this process we adaptively select proposals as positive
ones according to the cost of each proposal.

A.7. Drone Networks with Effective Fusion Strat-
egy(DNEFS)

Yingjie Liu
ezsifibq @ gmail.com

DNEFS adopts FPN[16], Cascade R-CNN[2] and
YOLOv5(https://github.com/ultralytics/
yolov5) as the baseline network, based on that, we apply
some effective strategies to get better accuracy, such as
attention mechanism, double head. In the training stage,
we use different image scales to enhance the multi-scale
feature extraction ability, specifically, we set no limit for the
long side of the input image, and its short side is randomly
picked from 600, 800, 1000 and 1200, after the training
process, we continue to apply SWA[26] strategy to train
additional 12 epochs. The backbone network is Resnets-vs
based on mxnet framework. We also train YOLOv5Sm
and YOLOVSI with a large image size of 1280, besides,
each image is split into four pieces for small objects, no
additional hyper-parameters are modified. In the testing
stage, we implement multi-scale testing tricks and fuse all
detection results by using WBF[21] method.

A.8. EfficientDet

Chong Cheng
2200421362 @stu.xaut.edu.cn

We Propose a weighted bidirectional feature pyramid
structure BiFPN for fast feature fusion work;In addition,
we also proposed a new joint scaling method, which unified
the backbone, feature space network, head, image space
resolution backbone, feature network, head, image resolu-
tion of backbone, feature network, head, imagine solution.
We use EfficientNet as the backbone, combined with the
above two points, a high-efficiency and fast detection
network suitable for different calculation conditions is
generated.
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