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Abstract

Generating both plausible and accurate full body avatar
motion is the key to the quality of immersive experiences in
mixed reality scenarios. Head-Mounted Devices (HMDs)
typically only provide a few input signals, such as head and
hands 6-DoF. Recently, different approaches achieved im-
pressive performance in generating full body motion given
only head and hands signal. However, to the best of our
knowledge, all existing approaches rely on full hand visi-
bility. While this is the case when, e.g., using motion con-
trollers, a considerable proportion of mixed reality experi-
ences do not involve motion controllers and instead rely on
egocentric hand tracking. This introduces the challenge of
partial hand visibility owing to the restricted field of view
of the HMD. In this paper, we propose the first unified ap-
proach, HMD-NeMo, that addresses plausible and accurate
full body motion generation even when the hands may be
only partially visible. HMD-NeMo is a lightweight neural
network that predicts the full body motion in an online and
real-time fashion. At the heart of HMD-NeMo is the spatio-
temporal encoder with novel temporally adaptable mask to-
kens that encourage plausible motion in the absence of hand
observations. We perform extensive analysis of the impact
of different components in HMD-NeMo and introduce a new
state-of-the-art on AMASS dataset through our evaluation.

1. Introduction
Mixed reality technology opens up new means of com-

munication and interaction between people. With people at
the heart of this technology, generating faithful and believ-
able avatar motion is key to the quality of immersive expe-
riences. Despite great advances in this area, generating full
body avatar motion given HMD signal remains a challenge:
in many current solutions, avatars only have upper bodies.

Prior works attempted to generate full body avatar mo-
tion given sparse or partial observations, such as images [17,
4, 33], 2D joints/keypoints [21, 5], markers [35, 18, 34, 11],
and IMUs [28, 14, 32, 31]. While such observations are

Figure 1. HMD-NeMo generates full body avatar motion given
HMD signals, i.e., head and hand 6-DoFs, from hand tracking sig-
nal from the HMD as well as hand motion controllers.

considered partial or sparse, they provide much richer input
signal compared to a typical HMD’s head and hand 6-DoF.
More recently, great progress has been made to generate full
body motion given only a HMD signal [1, 30, 22, 15], how-
ever, they all rely on the availability and full visibility of
both hands. While this is the case when, e.g., using motion
controllers, many mixed reality experiences do not involve
motion controllers and instead rely on hand tracking. This
introduces the challenge of partial hand visibility owing to
the restricted field of view (FoV) of the HMD sensors.

In this paper, we address this problem via HMD-NeMo
(a neural motion model of human given HMD signal).
Within a unified framework, HMD-NeMo generates full
body motion in real time, regardless of whether hands are
fully or partially observed, or not observed at all. Our ap-
proach is built upon recurrent neural networks to efficiently
capture temporal information, and a transformer to cap-
ture complex relations between different components of the
input signal. At the heart of our approach is the TAMT
(temporally adaptable mask token) module, allowing us to
handle missing hand observations.

Our contributions are: (1) The first full body avatar mo-
tion generation approach capable of generating accurate and
plausible motions with full or partial hand visibility. This is
a step forward for unlocking fully immersive experiences in
mixed reality with fewer limitations on the hardware. (2)
Temporally adaptable Mask Tokens (TAMT), a simple yet
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(a) Plane FoV (b) Motion Controllers (MC) (c) Hand Tracking (HT)

Scenario Left hand visibility Right hand visibility

Motion Controllers 100% 100%
Hand Tracking 53.45% 48.94%

Figure 2. Top: Definition of FoV for different scenarios for the
same pose. (a) Planar FoV, as used in [8], wherein avatar’s left
hand is visible while the right hand is not. (b) Fully visible, as in
motion controller scenarios, wherein both hands are always visi-
ble. (c) HMD’s hand tracking camera’s FoV, as in hand tracking
scenarios, wherein avatar’s right hand is visible while the left hand
is not. Bottom: Hand visibility statistics on AMASS test set.

effective strategy for handling missing hand observations in
a temporally coherent way. (3) Extensive experiments and
ablations of our method as well as a new state-of-the-art
performance on the challenging AMASS dataset.

2. Related Work
Over the past few years, different solutions have been

proposed to the problem of full body pose generation given
sparse or partial observations, such as markers [35, 18,
34, 11], images [17, 4, 33], 2D joints/keypoints [21, 5],
Inertial Measurement Units (IMUs) [28, 14, 32, 31], and
HMDs [2, 1, 30, 22, 15]. Among these works, the ones
utilizing wearable devices are closer to our approach and
thus we discuss them here. Recently, different techniques
have been proposed for human pose reconstruction using a
sparse set of IMUs attached to the body [28, 14, 32, 31].
While attempts have been made to come up with a mini-
mum number of IMUs for generating full body motion, typ-
ically an IMU sensor is used near pelvis, making the prob-
lem relatively easy compared to HMD scenarios where the
root/pelvis signal is not available. Whilst external sensors,
e.g., IMUs [28, 14, 32, 31] and cameras [23] are effective,
they are often not as accessible as wearing a HMD. Using
only a HMD is desirable from a usability point of view, but
generating realistic and faithful human representations from
such inputs remains technically challenging.

Given HMD signals, [2] and [8] generate full body poses.
While they generate expressive poses faithful to the HMD
signal, these approaches [2, 8] only predict static poses,
lacking the temporal consistency required for avatar mo-
tion generation. While [8] generates poses in the world
space, [2] predicts the pose relative to the root. Thus [2]

assumes a known root (pelvis joint) as an additional sig-
nal. The assumption of known root joint also appears
in [9], wherein, unlike [2, 8], the method generates full
body motion given the HMD signal with Variational Au-
toencoders [16]. Note that, while [9] generates temporally
plausible motions, it works in an offline fashion, predicting
the motion for an entire sequence only after observing the
whole sequence of HMD signals.

Recently, different techniques have been proposed to
generate full body avatar locomotion (in the world coordi-
nates) given HMD signals. In this context, [1] proposes a
matching algorithm, aiming to sample closest poses from a
motion capture library at sparse time-steps and interpolate
between poses. While this guarantees the selection of real-
istic poses, the output is always limited to the utilized mo-
tion capture library. In another work, [30] uses combination
of an inverse kinematic (IK) solver and a recurrent neural
network to generate upper body and lower body motions,
respectively. Combination of different components to solve
lower and upper body separately has also been explored
in [22], wherein a neural network is trained to predict the
root orientation given the HMD signal, which then is used
as the feature vector for a motion matching algorithm [6, 13]
to generate full body. More recently, fully learning-based
approaches have shown promise in generating full body
avatar motion [29, 15]. In this context, [29] simulates plau-
sible and physically feasible motions within a reinforcement
learning framework and [15] uses a transformer-based ap-
proach to generate full body motion given HMD signals.

Although great progress has been made by recent ap-
proaches, they all solve the problem of motion generation
given head and both hands, typically captured with motion
controllers. However many mixed reality experiences do
not have motion controllers available and instead rely on
hand tracking from HMD mounted sensors (e.g., cameras).
This introduces the challenge of hand tracking failures and
partial hand visibility owing to the restricted field of views.
To the best of our knowledge, despite its usability, motion
generation in the presence of partial hand observation has
not been well-explored. In this paper, we propose a method
capable of generating high fidelity and plausible full body
motion even in presence of partially visible hands.

3. Proposed Method

In this section, we first define the problem, the scenar-
ios we consider, as well as the input and the desired output
representation. We then present our proposed method.

3.1. Problem Definition

Task. The task is to generate full-body 3D human locomo-
tion (predicting both the instantaneous pose and the global
trajectory of the human) given the sparse HMD signal in
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Figure 3. Overview of HMD-NeMo: At each time-step, the model gets as input the HMD signal (left), as in Eq. 1. Such input is the mapped
to an embedding space via fe, acting as the input to the spatio-temporal encoder module STAE. The resulting feature representation is then
utilized by two autoregressive decoders, gγ and gθ to predict the global trajectory as well as the pose, respectively. In case the model does
not observe a hand (in HT scenario), ftamt fills in the representation of the unobserved hand effectively.

an online fashion1. That is, given the input signal xt at
each time-step t, the system should predict the 3D human
pose and trajectory yt near-instantaneously. HMD-NeMo
achieves this using a neural network parameterized by ϕ.
Scenarios. In this paper, we consider two scenarios: Mo-
tion Controllers (MC) scenario, wherein hands are always
tracked via motion controllers using constellation tracking,
as illustrated in Fig. 2 (b), and Hand Tracking (HT) sce-
nario, wherein hands are tracked via a visual hand tracking
system whenever the hands are inside the FoV of the de-
vice, as illustrated in Fig. 2 (c). The FoV of the device is
defined as a frustum determined by the HMD’s hand track-
ing camera placement and parameters. In this paper, we
use a similar FoV to that of the Microsoft HoloLens 2 [26].
Note that, while the MC scenario has been explored re-
cently [1, 30, 22, 15], to the best of our knowledge, this
work constitutes the first approach that tackles both MC and
HT scenarios within one unified framework2. The HT sce-
nario is particularly challenging as hands tend to be out of
FoV almost 50% of the time, according to the statistics pre-
sented in the table in Fig. 2.
Input Representation. The input signal xt contains the
head 6-DoF xh ∈ R(6+3), the left hand 6-DoF xt

l ∈ R(6+3),
and the right hand 6-DoF xt

r ∈ R(6+3), all in the world
space. We use the 6D representation to represent the ro-
tations [36]. We additionally provide the hand representa-
tions in the head space, xt

lh ∈ R(6+3) and xt
rh ∈ R(6+3).

In the HT scenario, hands may go in and out of FoV of the
HMD, so we also provide HMD-NeMo with the hand visi-
bility status for both left and right hand, νtl and νtr, as binary
values, 1 being visible and 0 otherwise. Finally, for all 6-

1Note that, similar to existing work on HMD-driven motion genera-
tion [1, 15, 9], our approach does not predict body shape parameters and
only focuses on the poses.

2Note that [8] also considers a form of partial hand visibility by defining
a plane FoV, wherein, as illustrated in Fig. 2 (a), joints in front of head is
are considered visible. However, this scenario does not apply to practical
use cases.

DoF signals, we provide the velocity of changes between
two consecutive frames. Specifically, for translations we
consider vel(T t, T t−1) = T t−T t−1, where T is the trans-
lation, and for rotations we consider the geodesic changes
in the rotation vel(Rt, Rt−1) = (Rt−1)−1Rt, where R is
the rotation, which together constitute the velocity 6-DoF
ẋt
. . Overall, the input to the HMD-NeMo, xt ∈ R92, can be

written as
xt = {xh, xl, xr, xlh, xrh, ẋh, ẋl, ẋr, ẋlh, ẋrh, νl, νr}t

(1)

Output Representation. The output of HMD-NeMo con-
tains the pose (including the root orientation), θt ∈ RJ×3

represented with axis-angle rotations for the J joints in the
body, and the global position in the world, γt ∈ R3 repre-
sented as the root position, resulting in yt ∈ R(J+1)×3,

yt = {θ, γ}t (2)

The sequence of θ0:T and γ0:T then represent the avatar
motion as well as its global trajectory for the period [0, T ].
Note that, in this paper, we may drop the time superscript t
for better readability and include it when necessary.

3.2. HMD-NeMo

Overview. HMD-NeMo’s pipeline is illustrated in Fig. 3.
As described in Section 3.1, the model gets as input the in-
formation about the head and hands in world coordinate sys-
tem, the hands expressed in the head space, as well as their
velocities, as described in Eq. 1. To express hands in head
space, we consider xlh = x−1

h xl (similarly, xrh = x−1
h xr).

This representation then acts as the input to an embedding
layer, fe, which aims to (1) map the raw input to an embed-
ding space and (2) handle the unobserved hands. Given the
input fe, the next module, STAE, learns (a) how each rep-
resentation evolves over time and (b) how different compo-
nents of the input, i.e, head and hands, are correlated. Once
such a rich representation is obtained, two auto-regressive
decoders, gθ and gγ , generate the body pose and the global
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Embedding Module

C

Figure 4. Overview of the embedding module. Note that xl is
only provided as an example and this module applies to all 6-DoF
inputs appearing in xt as in Eq. 1.

position of the avatar, respectively. At each time step, the
output of STAE is used to update the mask tokens (de-
scribed below) as a representation for the hand signals that
may be missing in the next time-step. To aid training, we
also include an auxiliary task of human pose reconstruction
in SE(3), denoted by gaux.
Head and hand embedding (fe). As shown in Fig. 4, the
embedding module fe gets as input the head and hands 6-
DoFs and velocities and maps them to a higher-dimensional
embedding space. As the range of values corresponding
to the rotations is different from those of the translations,
we decouple such information and embed them via separate
shallow MLPs and concatenate the results back together.
For instance, for the observed left hand in the world co-
ordinate system, the embedding representation is

evisiblel =

[
fR
e

(
xl[: 6]

)
, fT

e

(
xl[6 :]

)
, ḟR

e

(
ẋl[: 6]

)
, ḟT

e

(
ẋl[6 :]

)]
(3)

where fR
e and fT

e are MLPs responsible for computing the
rotation and translation embedding, acting on the first 6 el-
ements (the 6D rotation representation) and the last 3 ele-
ments (the translation) of the input, respectively (similarly
for ḟR

e and ḟT
e which act on velocities).

In the HT scenario, hands may not be visible to the
model, hence computing such embedding representation is
not possible. Thus, given the status of νl and νr, the em-
bedding module decides to either compute the embedding
or utilize the output of the ftamt (described below), a set
of temporally adaptable mask tokens, instead of a missing
hand observation (denoted by M in Fig. 3). As illustrated
in Fig 4, the embedding of the left hand in the world coor-
dinate system can be computed as

el = νle
visible
l + (1− νl)ftamt(l). (4)

Spatio-temporal encoder (STAE). The output of fe on
each component of the input stream is a non-temporal fea-
ture, computed independent of other components in the in-
put. While an expressive representation of each compo-
nent, it lacks temporal and spatial correlation information.
We specifically care about these characteristics because the
model is required to generate temporally coherent motion
and also because the motion of one body part often impacts
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Figure 5. Overview of the spatio-temporal encoder module.

or determines the motion of other body part(s). To obtain a
more informative representation from the head and hands,
HMD-NeMo first learns the isolated temporal features of
each component of input representation and then learns how
they are spatially correlated [27].

As illustrated in Fig. 5, to learn the temporal repre-
sentation of the input signal, we use gated recurrent units
(GRUs) [7]. With a GRU module on top of each component
in the input, the model learns how each component, e.g.,
head, evolves over time, independent of other components
in the input. This information is compressed in the hidden
state of the GRU cell, z, which is then utilized to learn how
different components in the input relate to each other. This
is achieved by using a standard transformer encoder on the
GRU hidden states, thanks to the self-attention mechanism.
Temporally adaptable mask tokens (TAMTs). As dis-
cussed in Section 3.1, hands may not be visible to the
model, and thus, there is no representative input signal for
the fe module. To address this issue, in case of a miss-
ing hand observation, our model produces a feature vec-
tor, ftamt, to represent the missing hand observation. To
compute ftamt, as illustrated in Fig. 6, we use the output
of STAE for the hand observation that may be missing in
the next time step as well as the output of STAE for the
head. Note that head joint is the reference joint and is al-
ways available. The combination of these two features is
a rich representation of the past state of the missing hand
signal (both temporally and spatially); this is then used to
compute the ftamt. In order to encourage ftamt to learn in-
formation about the missing hand observation, as illustrated
by the Forecaster module in Fig. 6, we introduce a fore-
casting auxiliary task to forecast the state (6-DoF) of the
corresponding hand in the next time-step.

3.3. Training HMD-NeMo

To train HMD-NeMo, we rely on the availability of a
motion capture dataset, represented as SMPL [19] parame-
ters (pose, shape, and global trajectory). For each sequence,
we then simulate the HMD on the subject. In case of HT, we
also simulate a FoV frustum to be able to model the hand
visibility status (νl and νr). We then train HMD-NeMo with
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a loss function of the form
L = αdataLdata + αsmoothLsmooth (5)

+αSE(3)LSE(3) + αforecastLforecast + αauxLaux

The data loss term is the squared error between the pre-
dicted pose and trajectory and those of the ground truth,

Ldata =

T∑
t=1

||θ̂t − θt||22 + ||γ̂t − γt||22 (6)

Note that, in practice, the pose decoder has two heads, one
each for predicting the body pose and the global root ori-
entation. To further enhance the temporal smoothness, we
penalize the discrepancy between the velocity of changes in
the prediction to that of the ground truth

Lsmooth =

T∑
t=2

||δθ̂t − δθt||1 + ||δγ̂t − δγt||1 (7)

where δθ̂t = θ̂t− θ̂t−1 (δγ̂, δθ, and δγ follow similarly). In
addition to computing the reconstruction loss on the SMPL
parameters, i.e., to relative joint rotations, we found it ex-
tremely useful to also utilize the reconstruction loss of each
joint transformation independent of its parent, i.e., in the
world space. To compute this reconstruction loss, we use
the SMPL model to compute the joint transformations in
SE(3) given the predicted and ground truth pose and trajec-
tory parameters. Thus, the SE(3) reconstruction loss is

LSE(3) =

T∑
t=1

||P̂ t
SE(3) − P t

SE(3)||
2
2 (8)

where PSE(3) is the body pose in SE(3). The next loss term
corresponds to the forecasting auxiliary task in the TAMT
module, where the goal is to minimize the distance between
the predicted next hand and the ground truth next hand,

Lforecast =

T∑
t=2

∑
j∈{l,r}

||x̂t
j − xt

j ||22 (9)

Finally, we have our loss term for the auxiliary task, aiming
to minimize the predicted full body joint transformations
from STAE’s features, P̂aux, to the ground truth body joint
transformations,

Laux =

T∑
t=1

||P̂ t
aux − P t

SE(3)||
2
2 (10)

Our model is trained with αs all being set to 1 in Eq. 6.

3.4. Optimization

Once trained, HMD-NeMo is capable of generating high
fidelity and plausible human motion given only the HMD
signal. However, as is typical of learning-based approaches,
the direct prediction of the neural network does not pre-
cisely match the observations i.e., the head and hands, even
if it is perceptually quite close. To close this gap be-
tween the prediction and the observation, optimization can

BaseC

ToToken

ForecasterForecaster

Temporally Adaptable Mask Token (TAMT)

Figure 6. Overview of TAMT module. Note that here we illustrate
TAMT of xl as an example, the same applies f to both hands in
both head space and world space.

be used. This adjusts the pose parameters to minimize an
energy function of the form E = Edata + Ereg , where Edata
is the energy term that minimizes the distance between the
predicted head and hands to the observed ones, and Ereg is
additional regularization term(s). To define the data energy
term, we define the residual R =

∑
j∈{h,l,r}(xj − x̂j), i.e.,

the difference between the predicted head/hand joint to that
of the observation. Given R, a typical, non-robust data en-
ergy term could be written as Enr = R2, i.e., the L2 loss.
This suits the MC scenario perfectly, where head, left hand,
and right hand are always available. But this energy term
may be misleading in HT scenario where hands are going
into and out of FoV often, and thus leading to abrupt pose
changes when hands appear back in the FoV (see supp mat
for further details). To remedy this issue, we utilize a more
robust [3] alternative to the data energy term,

Er(R, a, b, c) = b
|a− 2|

a

((
(Rc )

2

|a− 2|
+ 1

)( a
2 )

− 1

)
(11)

where a, b, and c are hyper-parameters that determine the
shape of the loss (see supp mat for further details). Unlike
Enr, Er, considers large discrepancies between the predic-
tion and observation as outliers, not penalizing the predic-
tion strongly and thus does not push the prediction to move
toward the observation. Thus abrupt changes in the arm
poses are avoided and optimization stays on course despite
large variation in the velocity metric (when caused by hand
visibility changes). Of course, utilizing Eq. 11 adversely
affects the fidelity, but a trade-off between the plausibility
and fidelity can be chosen to suit the application of interest.

Note that, since all observations relate to the upper body,
during optimization we only optimize the upper body pose
parameters and global root trajectory, while keeping the pre-
dicted lower body untouched.

4. Experiments
In this section, we introduce the dataset and metrics, with

implementation details in the supplementary material. We
then present the experimental results and ablation studies.
Dataset. We follow the recent common practice [15, 24, 8,
9] of using a subset of AMASS [20] for training and eval-
uation. AMASS is a large collection of human motion se-
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Figure 7. Comparison to the state-of-the-art in MC scenario. Vertices are color-coded based on the distance to the GT (blue for low error
and yellow for high error). Last row depicts a hard example with complex body pose and motion.

quences, converted to 3D human meshes in the SMPL [19]
representation, wherein every motion sequence contains in-
formation about poses θ and the global trajectory γ. To syn-
thesize the HMD scenario, we compute the global transfor-
mation matrices for the head and hands as input. In the case
of hand tracking, we define a FoV for the HMD and mask
out the hands whenever they are out of FoV. To make a fair
comparison, for both training and evaluation, we follow the
splits suggested by [15].
Metrics. To evaluate the performance of our approach as
well as the competing baselines, we report the mean per-
joint position error (MPJPE [cm]) and the mean per-joint
velocity error (MPJVE [cm/s]). We compare our approach
with recent techniques [15, 1, 30, 9]3. As these approaches
do not tackle the hand tracking scenario, we compare HMD-
NeMo against them for the motion controller scenario. We
evaluate HMD-NeMo for hand tracking scenarios sepa-
rately. In our experiments, we do not use the ground truth
body shape parameters, but instead use the same default
shape for all sequences. This follows the evaluation used
in previous work [1, 15, 9].

4.1. Comparison to the state-of-the-art

We compare HMD-NeMo with existing approaches that
tackle the problem of full-body motion generation given
HMD signal. To the best of our knowledge, all existing
approaches only tackle the MC scenario, and thus we com-
pare them with this setting4. As demonstrated in Table 1,

3The approach [9] is modified to predict motion in world coordinates.
4Note, we exclude very recent approaches [22, 29] since they either do

not report on AMASS or the code is not publicly available.

Method MPJPE ↓ MPJVE ↓
FinalIK [25] 18.09 59.24
Ahuja et al. [1] 7.83 100.54
Yang et al. [30] 9.02 44.97
Dittadi et al. [9] 6.83 37.99
Jiang et al. [15] 4.18 29.40

HMD-NeMo (Ours) 1.90 24.99
Table 1. Comparison to the state-of-the-art approaches in MC sce-
nario, where both hands are always visible.

HMD-NeMo is not only more accurate (lower MPJPE), but
also generates smoother motion with joint velocities simi-
lar to that in the ground truth (lower MPJVE), introducing a
new state-of-the-art on the AMASS dataset for both metrics.
Note that [25] has the highest errors, as shown in Table 1 as
it only optimizes the pose of the head and hands and ig-
nores the accuracy and smoothness of the rest of the joints.
Consequently, since [30] utilizes FinalIK within its frame-
work, its performance becomes bounded by the quality of
FinalIK. The learning-based approaches [15, 9], however,
perform much better than [25, 1, 30], highlighting the value
of data-driven methods trained on large-scale motion cap-
ture datasets. In Fig. 7, we compared HMD-NeMo with the
second best performing baseline [15].

4.2. Ablation Studies

In this section, we comprehensively evaluate different
aspects of HMD-NeMo, including evaluation in HT sce-
nario, cross-dataset evaluations, ablation studies on input
signals, model architectures, and loss terms. We also ana-
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Figure 8. Qualitative results in HT scenario. Vertices are color-coded based on the distance to the GT (blue for low error and yellow for
high error). See the supplementary video for more qualitative results.

Model Mask Type MPJPE ↓ MPJVE ↓
HMD-NeMo Learned & fixed 5.59 42.81
HMD-NeMo TAMTs (Ours) 2.48 31.30

Table 2. Effect of Temporally Adaptable Mask Tokens (TAMTs).
These results represent the HMD-NeMo prediction before opti-
mization solely to evaluate the effect of the TAMT module.

lyze the effect optimization in both HT and MC scenarios.
Additionally, we provide results of HMD-NeMo in both HT
and MC scenarios for various body parts, as well as quali-
tative effect of optimization in the supplementary material.
Evaluation for the hand tracking scenario. To the best
of our knowledge, HMD-NeMo is the first approach to ad-
dress the problem of human motion generation given partial
HMD signal, applicable to HT scenario. We believe that
TAMT module is the key to the success of HMD-NeMo
in handling missing/partial observation, so we compare it
with an alternative commonly used in the Vision Transform-
ers [10, 12], which uses a learned set of parameters (i.e.,
nn.Parameters in PyTorch) to model the missing ob-
servations5. While learned parameters are fixed after train-
ing for every data point and every sequence, TAMT tempo-
rally updates itself at each time-step given the current state
of the model. Table 2 (especially MPJVE) shows the supe-
riority of TAMT module over learned and fixed parameters
in handling missing hand observations. Qualitatively, Fig. 8
illustrates how HMD-NeMo performs in HT scenario.
Cross-dataset evaluation. To investigate the generalizabil-
ity of HMD-NeMo, we conduct a 3-fold cross-dataset eval-
uation as in [15], wherein the models are trained on two
subsets and test on the other subset. In order to compare
our approach with existing methods, we conduct this exper-
iment in MC scenario. As shown in Table 3, HMD-NeMo
outperforms existing approaches in all three datasets, by a
considerable margin, highlighting its generalizability.
Evaluating the effect of input signal. As discussed in Sec-
tion 3.1, HMD-NeMo utilizes head and hands, hands in the
head space, as well as the corresponding velocities, as in
Eq. 1. Table 4 summarizes the effect of each component in

5This can be considered as removing the unobserved hand (similar
to [2]) and replacing it with learned and fixed parameters.

Method Test on CMU Test on BMLrub Test on HDM05

MPJPE ↓ MPJVE ↓ MPJPE ↓ MPJVE ↓ MPJPE ↓ MPJVE ↓

FinalIK [25] 18.82 56.83 17.58 60.64 18.43 62.39
Ahuja et al. [1] 18.77 139.17 13.30 134.77 17.90 140.61
Yang et al. [30] 12.96 49.94 11.00 60.74 11.94 48.26
Dittadi et al. [9] 13.04 51.69 9.69 51.80 10.21 40.07
Jiang et al. [15] 8.37 35.76 7.04 43.70 8.05 30.85

HMD-NeMo (Ours) 7.13 31.23 6.46 40.38 6.80 27.91

Table 3. Results of cross-dataset evaluation between different
methods. In order to compare with existing methods, we provide
results in MC scenario.

Input Signal MPJPE ↓ MPJVE ↓

xt = {xh, xl, xr}t 4.38 39.63
xt = {xh, xl, xr, xlh, xrh}t 3.21 38.32
xt = {xh, xl, xr, ẋh, ẋl, ẋr}t 3.53 35.27

Full input signals (Eq. 1) 2.48 31.30
Table 4. Evaluating the effect of various input signals in HT sce-
nario. Note that the hand visibility status νl, νr are always pro-
vided to the model.

the input signal. As shown, adding hands in the head space
on top of head and hands in the world coordinates leads to
better pose prediction, and thus reduces the MPJPE. Incor-
porating the velocities has a significant contribution to gen-
erating more temporally coherent motion, and thus reduces
the MPJVE considerably. Considering all input signals, as
in Eq. 1 leads to best MPJPE and MPJVE.
Evaluating the effect of STAE. One core component of
HMD-NeMo is the spatioTemporal attention-based encoder
(STAE). Here, we study the design choices of STAE in Ta-
ble 5. As shown, removing the GRU component, which
is responsible to learn the temporal information of various
input signals, affects the MPJVE considerably. Removing
the transformer encoder, which aims at learning the relation
between head and hands, adversely affects the MPJPE. Un-
surprisingly, removing the entire STAE module, i.e., going
from input embedding layer to the decoders, is a consid-
erably weak baseline, with poor pose quality and temporal
coherency. HMD-NeMo utilizes the power and efficiency
of GRU module to learn the temporal information as well
as the expressively of the transformer encoder to learn how
various inputs are related to each other. This design leads to
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STAE Components MPJPE ↓ MPJVE ↓
No GRU 4.34 46.61
No Transformer 5.55 39.10
No GRU, No Transformer 7.09 52.26

With STAE (Ours) 2.48 31.30
Table 5. Evaluating the effect of STAE module in HT scenario.
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w/o Lsmooth
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M
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V
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↓

Figure 9. Evaluating the effect of each loss term. Please note that
each term is evaluated in isolation.

best performing MPJPE and MPJVE, especially in HT sce-
nario wherein the model faces regular missing observations.
Evaluating the effect of each loss term. As described in
Section 3.3 and shown in Eq. 6, HMD-NeMo is trained
with five different loss terms. While Ldata is the essen-
tial term for training HMD-NeMo, other loss terms con-
tribute significantly to the performance of the model. In
Fig. 9, we illustrate the contribution of each loss term, in
leave-one-term-out manner, on the changes in the MPJPE
and MPJVE metrics. Lsmooth has a significant impact on
improving the MPJVE, while Laux improves the MPJPE,
and Lforecast, which acts only on hands mildly improves
MPJPE and MPJVE (its contribution to the total error met-
ric is relatively small as it acts on a significantly fewer
joints). LSE(3) makes the largest contribution to the reduc-
tion of error in both metrics. It is likely that LSE(3) aims
to bridge that gap6 between the representation of the input
signal (head and hand global transformation matrices) and
the representation of the output pose (global root orientation
and relative joint rotations).
Evaluating the effect of optimization. While the predic-
tion of HMD-NeMo is very good, if the budget allows, it
can be further optimized to improve accuracy (see supp mat
for qualitative results). To bridge the gap between the pre-
dictions and observations, we optimize the pose prediction
from HMD-NeMo, so that it matches the head and hand ob-
servations. As described in Section 3.4, in MC scenario,
where both hands are always available, a simple optimiza-
tion (with non-robust data energy term) loop can be used.
The effect of such optimization in MC scenario is provided

6This experiment only evaluates the contribution of each loss term in-
dependently. Evaluating the combination of loss terms remains for future
investigations.

Configuration MPJPE ↓ MPJVE ↓
Without optimization 2.07 26.07
With optimization 1.90 24.99

Table 6. Effect of optimization in MC scenario, where both hands
are always visible.

Configuration Priority MPJPE ↓ MPJVE ↓
No Optimization Plausibility 2.48 31.30
Opt. with Enr Fidelity 2.32 33.51
Opt. with Er Both 2.37 31.33

Table 7. Configuring HT scenario. Our model offers a range of
choices to provide the best possible end-user experience despite
incomplete observations.

in Table 6. However, considering the same strategy for the
HT scenario, where we may partially observe hands, this
may not be optimal as we lose plausibility in the generated
motions (captured by the MPJVE metric). As described in
Section 3.4, depending on the scenario and experience re-
quirements, one may choose to (1) avoid optimizing the
predictions if plausibility is the highest priority (first row
of Table 7), (2) use non-robust energy term if fidelity is the
highest priority (second row of Table 7), or (3) use a robust
energy term as a trade-off between fidelity and plausibility
(third row of Table 7).
Performance analysis. With 5.3M parameters, at inference
time, HMD-NeMo requires only 4.4 ms to generate a pose
given a HMD signal on a typical laptop CPU. On a NVIDIA
Tesla P100 GPU, our model runs at 265 fps, with 1 iteration
of optimization costs 3ms per frame (which could be fur-
ther improved with more optimized implementation). Such
performance makes HMD-NeMo a potential solution for
HMD-driven avatar animation in immersive environments.

5. Conclusion
In this paper, we present HMD-NeMo, a unified ap-

proach to generate full-body avatar motion in both motion
controller and hand tracking scenarios. To handle the unob-
served hands in a temporally coherent and plausible manner,
we introduce TAMT module. It is worth noting that, in this
paper, we considered one major reason for partial hand visi-
bility, i.e., hands appearing out of the FoV, however, in prac-
tice, hands may not be visible to the hand tracking camera
due to failure in tracking and occlusion by another object or
by another body part. While such cases are not considered
in the data augmentation in our paper, they certainly can be
taken into account and TAMT can be used to fill such gaps
with no additional modification; this is left for future explo-
ration. We provide extensive analyses on different compo-
nents of HMD-NeMo, and shed light on various choices for
optimization on top of neural network’s predictions when it
comes to production priorities (plausibility versus fidelity).
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