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Abstract

The ability to remove features from the input of machine
learning models is very important to understand and inter-
pret model predictions. However, this is non-trivial for vi-
sion models since masking out parts of the input image typ-
ically causes large distribution shifts. This is because the
baseline color used for masking (typically grey or black)
is out of distribution. Furthermore, the shape of the mask
itself can contain unwanted signals which can be used by
the model for its predictions. Recently, there has been some
progress in mitigating this issue (called missingness bias)
in image masking for vision transformers. In this work,
we propose a new masking method for CNNs we call layer
masking in which the missingness bias caused by masking
is reduced to a large extent. Intuitively, layer masking ap-
plies a mask to intermediate activation maps so that the
model only processes the unmasked input. We show that
our method (i) is able to eliminate or minimize the influ-
ence of the mask shape or color on the output of the model,
and (ii) is much better than replacing the masked region
by black or grey for input perturbation based interpretabil-
ity techniques like LIME. Thus, layer masking is much less
affected by missingness bias than other masking strategies.
We also demonstrate how the shape of the mask may leak in-
formation about the class, thus affecting estimates of model
reliance on class-relevant features derived from input mask-
ing. Furthermore, we discuss the role of data augmentation
techniques for tackling this problem, and argue that they are
not sufficient for preventing model reliance on mask shape.

1. Introduction
While deep learning methods have become extremely

successful in solving many computer vision tasks, they are
generally opaque, and they do not admit easy debugging
of errors. Many novel interpretability methods have been
developed in recent years which attempt to analyze the ra-
tionale behind a model’s predictions. In particular, it is
natural to analyze the dependence of the model prediction

on its input by perturbing parts of its input and observing
corresponding changes in the output [22, 16, 38]. Com-
mon perturbations include adding Gaussian noise, Gaus-
sian blurring, replacing with a baseline color, etc. How-
ever, many of these perturbation methods come with cer-
tain downsides. Partial perturbations, like Gaussian noise
or blurring, attempt to slightly corrupt parts of the image,
while still preserving much of the information present in
those parts. While this has the advantage of not changing
the input distribution drastically, we can only measure the
local sensitivity of the model - if the model were to be ro-
bust to these perturbations, it would be locally insensitive
to perturbations on certain parts of the image but it might
still rely heavily on them for its prediction [27, 31]. Full
perturbation methods remove the parts completely, and re-
place it with a baseline color like black or grey. In discrete
domains like natural language, this is often the most pop-
ular method, as it is easy to remove words from the input
[17]. In images, however, this creates a large shift in input
distribution, leading the model to perform poorly on such
inputs [29, 30]. For example, if we randomly mask out 16
× 16 sized patches from the image, ResNets are more likely
to predict that the image is a maze or crossword [12]

In recent work [21, 25, 8], it has been observed that vi-
sion transformers [6] are highly robust to many kinds of
large magnitude input perturbations like occlusions and do-
main shifts, maintaining upto 60% accuracy on ImageNet
even if 80% of the input is randomly blacked out. Jain et
al [12] argue that this property can make interpretability
methods based on full perturbation especially effective for
transformers. They further propose to simply drop tokens
corresponding to masked out input parts instead of black-
ing out or greying out image portions, just like dropping
BPE tokens in a transformer-based language model. This
would make the transformer model completely insensitive
to choice of baseline color and the shape of the mask.

Motivated by the same intuition, we devise a new mask-
ing technique for CNNs which mitigates the drawbacks
of full perturbation to a large extent, which we call layer
masking. Layer masking (as depicted in Fig. 1) works by
running the CNN only on the unmasked portion of the im-
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Figure 1: An outline of layer masking, our proposed method, for a convolutional layer. The image is first masked and then
padded using neighbor padding. The convolutional layer then acts on the padded image, and a maxpool of the same kernel
size and stride acts on the mask. These are then propagated forward through the CNN. The mask boundary is highlighted in
the padded image for illustrative purposes.

age, thus avoiding any large distribution shift. This is done
by carefully masking and padding the input of each layer
to make the model focus only on the unmasked input re-
gions. Using this technique, we are able to randomly re-
move upto 50 % of the input to a ResNet-50 (in the form
of 16 × 16 sized patches) while maintaining the top-1 ac-
curacy on ImageNet over 70%. We are also able to mask
out objects from images precisely without leaking any in-
formation about those objects via the shape of the mask.
In addition, layer masking operates at the pixel level and
is thus much more flexible than token dropping for vision
transformers which only acts on a patch level. We also find
that LIME [22] scores obtained using our masking method
are more aligned with the most salient features of the image
as compared to simply blacking or greying out the masked
portion.

2. Related Work

Many interpretability methods designed for computer
vision [22, 16, 38, 7] and prior work which attempts to
quantify the reliance of the model on various features
[20, 36, 19, 34] analyze model predictions by implicitly
relying on the ability to remove features from the input.
Frequently, the removed input features are either masked
out and replaced by a “neutral” baseline color like black or
grey, or perturbed partially by blurring or adding Gaussian
noise. It has been shown in [30, 29] that many of these base-
line colors are not really neutral, and interpretability meth-
ods which rely on this notion can often be quite sensitive
to choice of color and the shape of the mask. While par-
tial perturbation methods like adding Gaussian noise may
not have the same issues, they can be misleading when the
model is insensitive to such perturbations and its output
doesn’t change significantly [27, 31]. To solve the prob-
lem of distribution shift created due to the masking patterns,
[10] suggested retraining the model with the input perturbed

according to the masks utilized in the interpretability meth-
ods. While this indeed solves the problem, there are two
downsides: (1) the retrained model is not the original model
and only a surrogate, and thus may not be very useful for
interpretability, (2) retraining the model on masked input
data is expensive and may even be infeasible if there is high
variation in the shape of the masks to be used at inference
time. We could also inpaint the masked region using a deep
generative model [3] to produce natural images, but this
requires training a generative model which can be expen-
sive. It also may leak hidden information - for example, if
a dog’s snout was masked out using this method, the gener-
ative model may regenerate the dog’s snout again if that is
the most likely completion.

Several recent works [21, 25, 8, 12] have shown that vi-
sion transformers can be very robust (especially compared
to CNNs) to many kinds of perturbations including occlu-
sions, patch permutation, adversarial perturbations, distri-
bution shift, etc. According to [12], interpretability methods
for vision transformers are less affected by masking patterns
and baseline colors. Additionally, it is possible to drop the
required patch tokens instead of replacing them with a base-
line color. We devise a similar method for CNNs in this
work and make progress towards bridging the interpretabil-
ity gap between CNNs and transformers.

While we focus on potential contributions to model inter-
pretability and explainability, image masking is important
in many other contexts. Image masking can be used to mit-
igate the reliance of the model on spurious correlations [2]
by masking out spurious features while training the model.
Several other works [33, 40, 26] have also proposed using
masks to eliminate irrelevant data using training. Defenses
against patch attacks [13, 23, 15, 37] also utilize random
masking to defend against adversaries. We believe that bet-
ter masking techniques may be useful in these cases too.

We also note that methods similar to layer masking like
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partial convolution [14] have been proposed for image in-
painting. As we show in the supplementary, they do not
work as well in the context of model interpretability be-
cause of the added constraint we face that we cannot retrain
the model on our masking method.

3. Proposed Method: Layer Masking

3.1. Motivation

We design a novel feature masking technique for CNNs
which we call layer masking. Given a model, an input im-
age, and a mask for the input image, we aim to compute the
model output such that (1) it doesn’t depend on the masked
out portion of the input and (2) it only depends on the un-
masked portion of the input, and not the mask itself.

Modern CNNs primarily consist of convolutional layers,
along with other layers like batch normalization, max pool-
ing, average pooling, ReLU activations, etc. We can cate-
gorize these layers according to the size of their receptive
fields. Layers with small receptive fields include convolu-
tional layers, max-pooling and average pooling layers with
kernel size much smaller than the size of the image. Fully
connected layers, on the other hand, have a large receptive
fields as each output depends on all the inputs. Layers with
a small receptive field are in general more interpretable be-
cause they have fewer parameters and are implicitly hierar-
chical: for example, a stack of convolutional layers with a
small kernel size processes local information first and then
progressively expands its receptive field to encompass the
whole image. We exploit this structure by devising an al-
gorithm which carefully masks the input and output at each
layer with small receptive field such that information loss
and artifacts created by the masking procedure at each step
is minimal. We propagate both the input and the mask at
each layer so as to simulate running a CNN on an irreg-
ularly shaped input corresponding to the unmasked input
features, rather than substituting the masked inputs with a
baseline color. We are careful, however, to not propagate
forward any information in the masked out input regions.

Let the input to a convolutional layer with small recep-
tive field be x ∈ Rc×n×n with output y ∈ Rc′×n′×n′

and
binary input mask m ∈ {0, 1}n×n (m[u, v] = 1 implies
that cell (u, v) is unmasked, else it is masked out). Each
element of the output of this layer with kernel size k×k de-
pends on at most k2 input values. These input values may
either be all masked, all unmasked or partially masked and
unmasked (when the convolution is over the mask edge),
depending on the values of m over the receptive field.

It is clear that our masking procedure should propagate
forward the outputs which only depend on the unmasked
input, and discard those outputs which depend only on the
masked portion. However, it is not immediately obvious
how to handle the outputs from the convolutions over the

mask edge. The challenge here is that edge convolutions
contain valuable information about the edges, and if we dis-
card them at each layer, the unmasked portion of the image
can quickly vanish to zero. Thus, we choose to propagate
forward the edge convolutions. However, there is the danger
of them distorting the natural distribution of the layer acti-
vations, as the output unavoidably depends on the masked
out region which is filled with zeros. For example, in the
third figure (bottom row) of Fig. 2, we see a slice of the
activations obtained after applying the 1st residual block
of ResNet-50 on the image with the central square region
masked out at every layer, but including all the edge con-
volutions in the output. We see that the convolutions at the
top edge of the mask result in a brighter top edge which in-
dicates high activations. This is undesirable since this is an
artifact created due to the masking method. We hypothesize
that this is because the abrupt transition between the un-
masked input and zeros trigger the filters sensitive to edges,
thus creating a large activation.

To mitigate this issue, rather than just fill the masked
out portion with zeros, we pad the unmasked portion using
a variant of replication padding we call neighbor padding.
Specifically, we iteratively assign the masked input cells ad-
jacent to the mask edge with the average value of its imme-
diate non-zero neighbors. This process is continued till the
width of the padding is at least k, the kernel size of the
layer. In Fig. 3, we see that after the cells near the edge are
progressively filled using the values of its neighbors, the
resultant image looks very natural and there is no sharp dis-
continuity near the edge. In an ablation study (see supple-
mentary), we find that this works much better than padding
with zeros.

Algorithm 1 Neighbor padding algorithm (Padk(x,m))

Input: Input to be padded x, Mask m, padding width k
Output: Padded input x′

Initialize x′ ← x⊙m, ϵ← 10−8

Initialize f ← 13×3, a 3× 3 filter filled with ones
for i = 1 to k do
n← x′ ∗ f // Numerator of the neighbor average
d←m ∗ f // Denominator of the neighbor average
e← (1−m)⊙ n/(d+ ϵ) // Fill masked inputs
x′ ← x′ + e
m← min(1,m+ d) // Update masks

end for

We also have to propagate the masks forward, such that
for the output of any layer, the corresponding mask is of the
same shape as the output and indicates which output values
need to be masked out by the following layers. Since edge
convolutions are not discarded at any step, the propagated
mask must contain 1 for all output cells which depends on
the unmasked portion of the input, and 0 everywhere else.
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3.2. Formal Description

We now describe our method more formally. Suppose
we are given a CNN f which is structured like a directed
acyclic graph. Each node of the DAG represents a layer
or operation which acts on the outputs of the nodes with
which it has an incoming edge. We replace each layer with
its masking version (subscripted with m) which acts on an
input-mask pair. Let gk be a layer with receptive field of
size k. Then, we define its masking version:

gk,m(x,m) = (gk(Padk(x,m)),MaxPoolk(m)))

In this equation, gk could be any convolutional or pool-
ing layer with kernel size k and some stride s. MaxPoolk is
a max pooling layer with the same kernel size and stride as
gk. Padk(x,m) is a function which neighbor pads x ⊙m
with padding width k (described in Algorithm 1). Here, ⊙
is the Hadamard product (with suitable broadcasting), and
∗ is convolution with zero padding. The max pool layer en-
sures that the output masks contains a 1 for all convolutions
where even a single input was unmasked.

Layers which act independently on each element (like
ReLU and BatchNorm) can be considered to be a special
case of the above with k = 1. In this case, the above equa-
tion is greatly simplified and becomes:

gm(x,m) = (g(x⊙m),m)

In models which use residual connections, two input -
mask pairs can be added together as:

(x1,m1)+(x2,m2) = ((x1+x2)⊙(m1⊙m2),m1⊙m2)

We lose some information here by taking the Hadamard
product of the masks, but this is negligible in practice.

The penultimate layer is generally a global average pool-
ing layer which averages over the height and width of the
activation maps and return a single number. If h is a global
average pooling layer, then we define its masking version:

hm(x,m) = h(x⊙m)/h(m)

The layer’s output is rescaled by the mean value of the
mask, which ensures that the output’s magnitude is com-
parable to when there is no masking. Such layers may also
be utilized for recalibrating channel-wise features by mul-
tiplying the activation maps with the output of the average
pooling layer (like in Squeeze Excitation blocks [11]). Lay-
ers after the penultimate global average pooling layer act on
the input as normal.

We can now create a new model fm which has the same
DAG structure of the original model f , except each layer
gi or hi has been replaced with the corresponding masking
version gim or hi

m. fm acts on an image - mask pair and
produces an output which depends only on the unmasked
portion of the image.

Figure 2: Top row: A dog image, sample activations af-
ter the first residual block, and mask to be applied to the
image. Bottom row: The same activations when using
grey-out masking, layer masking with neighbor padding
(our method), and layer masking without neighbor padding
(using zero padding). Neighbor padding helps in eliminat-
ing undesirable edge artifacts encountered in zero padding
and greying out. Layer masking completely zeros out the
masked out region unlike greying out which has non-zero
values after a few layers

Figure 3: A visual depiction of neighbor padding on a part
of the image as k increases. The grey line is the mask edge
(added in for illustrative purposes), the cells near the edge
are filled progressively with the average of their neighbors’
values

4. Experiments

We examine the performance of layer masking compared
to baselines on three dimensions: (1) the robustness of mod-
els as increasingly larger portions of the image are masked
out; (2) the effect of mask shape on model prediction when
the shape of the mask reveals information about the hid-
den object; and (3) the effect of masking method on LIME.
We also examine the role of data augmentation during pre-
training on missingness bias of different masking methods.
We use grey-out (replace the masked out input with a grey
color equal to the ImageNet mean) and black-out (replace
the masked out input with a black color) as baselines, and
focus on ResNet-50 [9] in this section (results on other CNN

1858



architectures in the supplementary). We evaluate all mod-
els on the ImageNet dataset, with segmentation masks from
Pixel ImageNet [39] and saliency maps from Salient Ima-
geNet [28].

4.1. Segment masking experiments

Figure 4: Metrics plotted as a function of fraction of 16×16
patches masked out in a random order using a given mask-
ing method and model. ResNet50 (Aug) refers to ResNet50
pretrained with grey missingness augmentations

To quantify the effect of feature masking methods on
the model predictions, we study the behavior of the model
when varying parts of the input are masked out. We first
segment the image using a segmentation algorithm. Then,
we analyze how the model output changes when more and
more segments are masked out using a given masking tech-
nique. We characterize the model behavior using 4 met-
rics: accuracy, class entropy (defined as entropy of pf (y) =
Ex∈D[1[f(x) = y]]), WordNet similarity [18] between pre-
dictions and true labels, and fraction of unchanged predic-
tions. The WordNet similarity measures how similar the
model predictions are to the true labels on a scale from 0
to 1 in place of a binary hit / miss. The fraction of un-
changed predictions is a measure of the number of predic-
tions changed by masking out parts of the input image. The
class entropy indicates if the predictions are skewed towards
a particular class or if they are equally distributed.

We also use the following segmentation algorithms to
extract the segments from the image (1) Square patches:
Segment the 224 × 224 image into smaller 16 × 16 square
patches , (2) SLIC [1], and (3) Quickshift [32]. We tune
hyperparameters for these algorithms such that they divide
the image into approximately the same number of segments.

As in previous work [21, 12], we mask out these seg-
ments in three orders using their saliency scores: (1) Ran-

domly, (2) Most salient first, (3) Least salient first. To
compute the saliency scores, we select saliency maps from
Salient ImageNet [28]. Each saliency map m ∈ Rd×d is a
pixel level saliency attribution array where 0 ≤ m[i, j] ≤ 1
denotes the importance of the (i, j)th pixel to predicting the
ImageNet class - the higher the value, the more salient the
pixel. We then compute saliency scores for each segment
by adding the saliency values for all pixels in that segment.

We then evaluate the metrics listed above, and plot them
as a function of the fraction of segments masked out. The
plots obtained by removing 16× 16 sized patches from the
images in a random order can be found in Fig. 4, while the
rest can be found in the supplementary. The area-under-
curve (AUC) of the accuracy and class entropy vs fraction
of the segments masked for different baselines and order os
masking can be found in Tab. 1.

Ideally, the masking technique should be such that the
model ignores the masked out region completely. Thus,
any performance drop of the model due to distribution shift
should be minimal. This distribution shift can come about
due to the unnatural baseline color and/or the shape of the
mask. The less rapidly the metrics degrade, the more robust
the model and the masking technique.

Fig. 4 and Tab. 1 indicate that ResNet-50 is much more
robust over all metrics when the segments are removed us-
ing layer masking as opposed to black-out/grey-out. Grey-
ing out is also found to be better than blacking out, as ex-
pected. This difference in robustness persists across various
segmentation and order of segment removal, and is the high-
est when 16 × 16 sized patches are removed. Surprisingly,
removing random 16 × 16 patches degrades accuracy and
class entropy more rapidly as compared to masking out the
most salient regions first. This is because scattered black-
out patches strongly resemble a maze or crossword pattern,
while most salient regions are contiguous and do not re-
semble a maze as much. Thus, the model is confused by the
shape of the mask and predicts incorrectly. This shows that
the shape of the mask may also be a factor which contributes
to missingness bias. We discuss this issue in Sec. 4.2.

Consistent with [21], we find that DeiTs are still more
robust than ResNets - even when utilizing layer masking.
Also, when ResNet-50 is pre-trained with data augmenta-
tions like RandAugment containing grey missingness ap-
proximations as in [35], performance drop due to distribu-
tion shifts is reduced dramatically. DeiTs also benefit from
these data augmentations which makes them more robust
than plain ViTs. However, we argue that data augmenta-
tion is only a partial solution for the problem of missingness
bias. We discuss this in more detail in Sec. 4.3

4.2. Effect of mask shape on model prediction

We now examine the extent to which the model output
relies on the shape of the mask itself when only the rel-
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Quickshift segments 16× 16 patches SLIC superpixels
Random Most sal.

first
Least
sal. first

Random Most sal.
first

Least
sal. first

Random Most sal.
first

Least
sal. first

Accuracy
Blackout 0.395 0.124 0.767 0.181 0.340 0.582 0.347 0.200 0.657
Greyout 0.463 0.137 0.787 0.240 0.374 0.621 0.418 0.234 0.702
Layer masking 0.551 0.159 0.806 0.577 0.484 0.703 0.542 0.294 0.756

Class entropy
Blackout 4.988 2.224 5.824 2.574 4.570 5.406 4.815 3.976 5.661
Greyout 5.327 2.362 5.875 3.289 4.807 5.642 5.022 4.229 5.808
Layer masking 5.698 2.572 5.892 5.651 5.782 5.879 5.607 4.763 5.876

Table 1: AUC of the accuracy (top) and class entropy of the predictions (bottom) vs fraction of segments masked out

Figure 5: (Left) Two sample images from ImageNet,
(Middle) with their relevant objects masked out, and
(Right) the images with masks broken into four pieces and
switched around

evant objects are masked out from the input. For exam-
ple, the sunglasses-shaped mask in Fig. 5 may signal to the
model that the object being masked out is sunglasses. Using
a different mask shape can potentially decrease or remove
this shape dependence but there is a possibility that this ap-
proach might unintentionally conceal areas of the input im-
age that were meant to remain visible. In many cases, this
is not a significant problem. However, when two significant
objects are in close proximity, we may need to mask out one
object while leaving the other unmasked. For example, we
might require the sunglasses mask to not cover the nose or
ears to evaluate the model’s dependence on these features.
We also do not know if the chosen mask shape (say a rect-
angle) is associated with any class (like ‘box’ or ‘crate’).
Thus, we require a masking technique which can precisely
remove specific regions of the input but not leak any infor-
mation about the masked input. Layer masking seems like
a promising candidate, as it ensures that the masked regions
are not processed by the model at all.

To quantify this effect, let us analyze the distribution
shift introduced by masking in detail. There are primar-
ily three components to it: (a) the removal of salient image
content from the masked out region, (b) introduction of a
new baseline color in place of the original content, and (c)
the shape of the mask. All three can contribute to drop in
accuracy after masking. However, our goal is to evaluate the
effect of (c) on the accuracy. Suppose that we now compute
the accuracy of the model on correctly classified images af-
ter masking the relevant objects using segmentation masks
(second column, Fig. 5). All masking methods apply the
same mask and remove the content completely, so we al-
ready control for (a). However, different masking methods
can differ w.r.t (b), which means that the differences in ac-
curacy drop after masking cannot be attributed to (c) alone.
We control for this by also computing accuracy after break-
ing up the mask into four pieces (of size 112 × 112) and
sending them to the opposite corners (third column, Fig. 5).
We expect there to be little useful signal in the shape of the
broken mask and any accuracy drop should arise from (a)
and (b) only. Effect of (a) is the same across masking meth-
ods, so (a) is controlled. The effect of (b) in both cases is
very similar as the area of the broken mask is the same as
the original mask’s area, so the difference in accuracy be-
tween the two cases (broken mask vs. object mask) should
capture the effect of (c) on the model predictions. We expect
(c) to have a positive impact on the accuracy (and thus neg-
ative impact on the extent of accuracy drop), as the shape of
the object mask is a useful signal which can help with class
prediction. Therefore, the larger the accuracy difference be-
tween the object mask and broken mask cases, the lower the
effect of (c) on the model prediction after masking.

We carry out this experiment using images and segmen-
tation masks from Pixel ImageNet [39]. We observe in
Fig. 6 that layer masking has the lowest average accuracy on
the object masked images, but the highest accuracy on the
broken mask baseline which indicates that it has the lowest
reliance on mask shape. We then pick a few classes over
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Figure 6: Accuracy of ResNet-50 over some salient classes when the relevant object(s) is masked out with various masking
techniques (in dark colors) as compared to when the mask is broken into four (in light colors). ‘Average’ denotes average
accuracy over all classes. The accuracy difference between broken mask and object mask cases is printed on the bars.

which the accuracy difference is either much lower or much
higher for layer masking as compared to grey-out and black-
out. For classes such as sunglasses and obelisk in which
the shape carries a lot of information, the accuracy drop
for blackout or greyout is much smaller than layer mask-
ing. This issue is exacerbated by the fact that the baseline
grey or black color is relatively close to the true color of
the objects for many of these classes, for e.g. obelisks are
generally grey, sunglasses are black, etc. In some classes
like T-shirt, the accuracy difference can even be negative!
This could lead us to overestimate the model’s reliance on
unmasked features.

Surprisingly, there are a few classes in which the accu-
racy drop for greyout and blackout is much higher than for
layer masking. It turns these classes have other closely re-
lated classes which are also associated with grey or black.
For example, the priarie grouse (a bird) gets frequently
misclassified as the black grouse under black out masking.
Similarly, the bee eater (a bird) gets misclassified as a kite or
vulture. This could lead us to underestimate the model’s re-
liance on unmasked features. Layer masking removes such
strong misleading signals, thus the accuracy is higher.

4.3. Effect of data augmentation on missingness bias

Figure 7: Same as Fig. 6 but for ResNet-50 pretrained with
data augmentations with grey missingness approximations

Data augmentation strategies like AutoAugment[4],
RandAugment[5] and RandomErasing [41] are sometimes

used in the pretraining process for improved performance
and generalization. They typically use a grey baseline color
as a missingness approximation. Thus, models using these
augmentations are very robust to greying out large parts
of the input image (see Fig. 4). However, they may still
rely the shape of the mask for their predictions. This is-
sue is not as easily fixable by more training. We evalu-
ate the shape sensitivity of a ResNet-50 trained with data
augmentations[35] as in Sec. 4.2 and show results in Fig. 7.
We observe that although the average accuracy of grey-
out/blackout baselines is now comparable to or higher than
layer masking, the accuracy drop for layer masking is still
a bit higher than that of blackout or greyout. Looking at
accuracy over selected classes as before, we find that for
some classes like sunglasses and megalith, the accuracy
drop is still lower for blackout/greyout which implies that
the model is relying on the mask shape to make its predic-
tions. However, for classes like crate or pizza, the object
mask covers most of the image and its shape does not re-
veal a lot of information about the class (Fig. 5). For these
classes, all masking techniques have low accuracies when
the object is masked. But when the mask is broken and parts
of the object are visible, greyout works best as the model
is exposed to grey color frequently during pre-training and
is robust to such occlusions. Thus, the masking technique
should be chosen with care depending on the specific image
and use case.

4.4. Impact of masking techniques on LIME

We investigate the effect of masking methods on inter-
pretability methods in this section using the example of
LIME. Local Interpretable Model-Agnostic Explanations
[22] or LIME is an interpretability method used to explain
the predictions of black-box machine learning models by
providing locally faithful and human-interpretable explana-
tions. It works by approximating the decision boundary of
a model in the vicinity of a particular instance or predic-
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Top-20 ablation accuracy (↓) Alignment score (↑) Top-20 Jaccard similarity (↑)
Quickshift 16×16 SLIC Quickshift 16×16 SLIC Quickshift 16×16 SLIC

Blackout 0.570 0.701 0.740 0.138 0.020 0.092 0.186 0.087 0.131
Greyout 0.348 0.609 0.574 0.231 0.078 0.171 0.231 0.113 0.172
Layer masking 0.229 0.334 0.406 0.324 0.250 0.280 0.273 0.186 0.216

Table 2: Top-20 ablation accuracy, alignment score, and top-20 Jaccard similarity of LIME scores over 512 random images

tion using a local, interpretable model. The local model is
trained on images where the image features are randomly
masked out. The weights of the local model represents the
importance of each feature in the prediction.

4.4.1 Visual inspection

Figure 8: Visualization of LIME scores for the top two pre-
dictions of ResNet-50 on a sample image. Columns corre-
spond to the masking techniques (blacking out, greying out,
and layer masking), rows are the top 2 predictions. The top
two predictions are Bernese mountain dog and tabby cat.
Green regions contribute to the prediction, red regions de-
tract from the prediction.

We first visually illustrate the impact of masking tech-
nique on LIME using an example of an image of a cat
and a dog, (Fig. 8). For the LIME explanations, the top
10 segments with the highest magnitude LIME score are
highlighted. Red segments detract from the prediction,
and a green segments contribute to the prediction. LIME
with greyout or blackout masking assigns parts of the cat
high positive scores (in green) and parts of the dog nega-
tive scores (in red) in the explanation of the prediction of

Bernese mountain dog, and vice versa for the explanation
of the tabby prediction. The third column containing the
LIME explanations obtained using layer masking is much
more aligned with human intuition. Visually, LIME with
layer masking seems to produce better explanations. We
present more examples in the supplementary.

4.4.2 Quantitative evaluation

We use these metrics for evaluating LIME explanations:
(a) Top-k ablation test [24, 29]: Choose the k most

important segments according to the explanation, remove
them by substituting with a missingness approximation (we
use grey), and compute the accuracy on the masked images.
The more the accuracy drops, the better the explanations.

(b) Alignment score: Cosine similarity between impor-
tance scores returned by LIME and mean normalized seg-
mentation mask. Formally, assuming we have access to seg-
mentation mask m ∈ [0, 1]d×d for an image of dimension
d, we compute gi =

∑
(u,v)∈segment i (m[u, v]− m̄) for

each segment i where m̄ is the mean of the segmentation
mask. If the importance scores are s, then the alignment
score is the cosine similarity between g and s

(c) Top-k Jaccard similarity: Jaccard similarity be-
tween the top k features and the segmentation mask m.

While (a) does not depend on any “ground truth” for
evaluation purposes, (b) and (c) use the object segmentation
mask as a substitute for the ground truth. We use 512 ran-
dom images and segmentation masks from Pixel ImageNet
[39] for calculating the above metrics. In these images, the
correct class is within the top 3 predictions of the model. We
find that layer masking is much superior to blacking or grey-
ing out the input across different segmentation algorithms
and different metrics, which confirms our intuitions from
the visual inspection. As before, the improvement is most
significant when the segments are 16× 16 sized patches.

5. Ablation study
To further investigate the effect of layer masking and

neighbor padding on model behavior, we construct 3 vari-
ants of layer masking: (a) With zero padding instead of
neighbor padding (b) Masking and padding only the first
two residual blocks, (c) Masking and padding only the first
convolutional layer, ReLU and BatchNorm layer
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Using a similar setup as in Sec. 4.1, we compute the area
under curve (AUC) for each plot of metric vs fraction of
segments dropped. The AUC values are averaged over dif-
ferent segmentation algorithms (SLIC, quickshift, etc) and
masking orders (random, salient first, etc)(refer Tab. 3).

We find that both neighbor padding and masking all lay-
ers are important to the masking technique. Layer masking
with zero padding is still better than blackout or greyout, but
much worse than with neighbor padding. Layer masking
only the first two residual blocks is also inferior to masking
through all layers, but we find that there are diminishing re-
turns, as we are able to obtain much of the improvement by
masking only half of the layers.

Accuracy Class Wordnet Unchanged
Entropy Similarity Predictions

Blackout 0.3881 4.6473 0.6930 0.4094
Greyout 0.4398 4.9408 0.7167 0.4636
Layer masking:
On all layers 0.5604 5.6021 0.7881 0.5907
On 1st and 2nd
residual blocks

0.5103 5.0962 0.7616 0.5391

Zero padding 0.4502 5.0388 0.7262 0.4747

Table 3: Average AUC for different variants of layer mask-
ing alongside the black out and grey out baselines (model:
ResNet-50). Higher the better

6. Conclusion
In this paper, we have presented a new masking tech-

nique such that the model output is both (a) perfectly in-
sensitive to the masked out portion of the input and (b)
only focused on the unmasked input and not the masking
pattern. We find that layer masking can make CNNs like
ResNets very robust to removal of large parts of input with-
out retraining, especially when the masking patterns can get
confused with output classes like 16× 16 patch occlusions.
Layer masking also does not depend on the shape of the
mask, which can be important if we need to precisely mask
out only a specific object from the image and the shape of
the object carries some useful signal. We further find that
LIME scores obtained using layer masking are better com-
pared to blacking or greying out on multiple metrics like
top-k ablation test, top-k Jaccard similarity, and alignment
score. We show that this technique can be of great use in
both manual feature/object removal for model debugging,
and for interpretability techniques like LIME which rely on
the ability to remove features from the input without any
major distribution shift.
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