Multimodal Garment Designer: Human-Centric Latent Diffusion Models for Fashion Image Editing
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\caption{In this work, we propose a novel multimodal garment designer framework based on latent diffusion models that can generate a novel fashion image conditioned on text, human keypoints, and a garment sketch.}
\end{figure}

Abstract

Fashion illustration is used by designers to communicate their vision and to bring the design idea from conceptualization to realization, showing how clothes interact with the human body. In this context, computer vision can thus be used to improve the fashion design process. Differently from previous works that mainly focused on the virtual try-on of garments, we propose the task of multimodal-conditioned fashion image editing, guiding the generation of human-centric fashion images by following multimodal prompts, such as text, human body poses, and garment sketches. We tackle this problem by proposing a new architecture based on latent diffusion models, an approach that has not been used before in the fashion domain. Given the lack of existing datasets suitable for the task, we also extend two existing fashion datasets, namely Dress Code and VITON-HD, with multimodal annotations collected in a semi-automatic manner. Experimental results on these new datasets demonstrate the effectiveness of our proposal, both in terms of realism and coherence with the given multimodal inputs. Source code and collected multimodal annotations are publicly available at: https://github.com/aimagelab/multimodal-garment-designer.

1. Introduction

Computer Vision research has always paid much attention both to the human person and to fashion-related problems, especially working on the recognition and retrieval of clothing items [11, 22], the recommendation of similar garments [8, 18, 39], and the virtual try-on of clothes and accessories [7, 13, 27, 28, 47, 52]. In the last years, some research efforts have been dedicated to the text-conditioned image editing task where, given a model image and a textual description of a garment, the goal is to generate the

*Equal contribution.
Recently, diffusion models [10, 17, 30, 41] have attracted more and more attention due to their outstanding generation capabilities, allowing the improvement of a variety of downstream tasks in several domains, while their applicability to the fashion domain is still unexplored. Many different solutions have been introduced and can roughly be identified based on the denoising conditions used to guide the diffusion process, which can enable greater control of the synthesized output. A particular type of diffusion model has been proposed in [37] that, instead of applying the diffusion process in the pixel space, defines the forward and the reverse processes in the latent space of a pre-trained autoencoder, becoming one of the leading choices thanks to its reduced computational cost. Although this solution can generate highly realistic images, it does not perform well in human-centric generation tasks and can not deal with multiple conditioning signals to guide the generation phase.

In this work, we address an extended and more general framework and define the new task of multimodal-conditioned fashion image editing, which allows guiding the generative process via multimodal prompts while preserving the identity and body shape of a given person (Fig. 1). To tackle this task, we introduce a new architecture, called Multimodal Garment Designer (MGD), that emulates the process of a designer conceiving a new garment on a model shape, based on preliminary indications provided through a textual sentence or a garment sketch. In particular, starting from Stable Diffusion [37], we propose a denoising network that can be conditioned by multiple modalities and also takes into account the pose consistency between input and generated images, thus improving the effectiveness of human-centric diffusion models.

To address the newly proposed task, we present a semi-automatic framework to extend existing datasets with multimodal data. Specifically, we start from two famous virtual try-on datasets (i.e., Dress Code [28] and VITON-HD [7]) and extend them with textual descriptions and garment sketches. Experimental results on the two proposed multimodal fashion benchmarks show both quantitatively and qualitatively that our proposed architecture generates high-quality images based on the given multimodal inputs and outperforms all considered competitors and baselines, also according to human evaluations.

To sum up, our contributions are as follows: (1) We propose a novel task of multimodal-conditioned fashion image editing, which entails the use of multimodal data to guide the generation. (2) We introduce a new human-centric generative architecture based on latent diffusion models, capable of following multimodal prompts while preserving the model’s characteristics. (3) To tackle the new task, we extend two existing fashion datasets with textual sentences and garment sketches devising a semi-automatic annotation framework. (4) Extensive experiments demonstrate that the proposed approach outperforms other competitors in terms of realism and coherence with multimodal inputs.

2. Related Work

Text-Guided Image Generation. Creating an image that faithfully reflects the provided textual prompt is the goal of text-to-image synthesis. In this context, early approaches were based on GANs [45, 51, 53, 55], while most recent solutions exploit the effectiveness of diffusion models [31, 35, 37]. In the fashion domain, only a few attempts of text-to-image synthesis have been proposed [19, 33, 56]. Specifically, Zhu et al. [56] presented a GAN-based solution that generates the final image conditioned on both textual descriptions and semantic layouts. A different approach is the one introduced in [33], where a latent code regularization technique is employed to augment the GAN inversion process by exploiting CLIP textual embeddings [34] to guide the image editing process. Instead, Jiang et al. [19] proposed an architecture that synthesizes full-body images by mapping the textual descriptions of clothing items into one-hot vectors, limiting however the expressiveness capability of the conditioning signal.

Multimodal Image Generation with Diffusion Models. A related line of works aims to condition existing diffusion models on different modalities thus enabling greater control over the generation process [5, 6, 25, 29, 48]. For example, Choi et al. [6] proposed to refine the generative process of an unconditional denoising diffusion probabilistic model [30] by matching each latent variable with the given reference image. On a different line, the approach introduced in [25] adds noise to a stroke-based input and applies the reverse stochastic differential equation to synthesize images, without additional training. Wang et al. [48], instead, proposed to learn a highly semantic latent space and perform conditional finetuning for each downstream task to map the guidance signals to the pre-trained space. Other recent works proposed to add sketches as additional conditioning signals, either concatenating them with the model input [5] or training an MLP-based edge predictor to map latent features to spatial maps [46].

Among contemporary works that aim to condition pretrained latent diffusion models, ControlNet [54] proposes to extend the Stable Diffusion model [37] with an additional conditioning input. This process involves creating two versions of the original model’s weights: one that remains fixed and unchanged (locked copy) and another that can be updated during training (trainable copy). The purpose of this is to allow the trainable version to learn the newly introduced condition while the locked version retains the origi-
nal model knowledge. On the other hand, T2I-Adapter [29] learns modality-specific adapter modules that enable Stable Diffusion conditioning on new modalities.

In contrast, we focus on the fashion domain and propose a human-centric architecture based on latent diffusion models that directly exploits the conditioning of textual sentences and other modalities such as human body poses and garment sketches.

3. Proposed Method

In this section, we propose a novel task to automatically edit a human-centric fashion image conditioned on multiple modalities. Specifically, given the model image $I \in \mathbb{R}^{H \times W \times 3}$, its pose map $P \in \mathbb{R}^{H \times W \times 18}$ where the channels represent the human keypoints, a textual description $Y$ of a garment, and a sketch of the same $S \in \mathbb{R}^{H \times W \times 1}$, we want to generate a new image $\tilde{I} \in \mathbb{R}^{H \times W \times 3}$ that retains the information of the input model while substituting the target garment according to the multimodal inputs. To tackle the task, we propose a novel latent diffusion approach, called Multimodal Garment Designer (MGD), that can effectively combine multimodal information when generating the new image $\tilde{I}$. Our proposed architecture is a general framework that can be easily extended to other modalities such as texture and 3d information. We strongly believe this task can foster research in the field and enhance the design process of new fashion items with greater customization. An overview of our model is shown in Fig. 2.

3.1. Preliminaries

While diffusion models [41] are latent variable architectures that work in the same dimensionality of the data (i.e. in the pixel space), latent diffusion models (LDMs) [37] operate in the latent space of a pre-trained autoencoder achieving higher computational efficiency while preserving the generation quality. In our work, we leverage the Stable Diffusion model [37], a text-to-image implementation of LDMs as a starting point to perform multimodal condition-
model pose map \( P \) to preserve the original human pose of the input model and the garment sketch \( S \) to allow the final users to better condition the garment generation process.

**Pose Map Conditioning.** In most cases \([21, 24, 44]\), inpainting is performed with the objective of either removing or entirely replacing the content of the masked region. However, in our task, we aim to remove all information regarding the garment worn by the model while preserving the model’s body information and identity. Thus, we propose to improve the garment inpainting process by using the bounding box of the segmentation mask along with pose map information representing body keypoints. This approach enables the preservation of the model’s physical characteristics in the masked region while allowing the inpainting of garments with different shapes. Differently from conventional inpainting techniques, we focus on selectively retaining and discarding specific information within the masked region to achieve the desired outcome. To enhance the performance of the denoising network with human body keypoints, we modify the first convolution layer of the network by adding 18 additional channels, one for each keypoint. Adding new inputs usually would require retraining the model from scratch, thus consuming time, data, and resources, especially in the case of data-hungry models like the diffusion ones. Therefore, we propose to extend the kernel of the pre-trained input layer of the denoising network with randomly initialized weights sampled from a uniform distribution \([13]\) and retrain the whole network. This consistently reduces the number of training steps and enables training with less data. Our experiments show that such improvement enhances the consistency of the body information between the generated image and the original one.

**Incorporating Sketches.** Fully describing a garment using only textual descriptions is a challenging task due to the complexity and ambiguity of natural language. While text can convey specific attributes like style, color, and patterns of a garment, it may not provide sufficient information about its spatial characteristics, such as shape and size. This limitation can hinder the customization of the generated clothing item other than the ability to accurately match the user’s intended style. Therefore, we propose to leverage garment sketches to enrich the textual input with additional spatial fine-grained details. We achieve this following the same approach described for pose map conditioning. The final spatial input of our denoising network is \( \gamma = [z_t; m; E(I_M); p; s] \in \mathbb{R}^{H \times W \times (18+1)} \), \( p \) and \( s \) are obtained by resizing \( P \) and \( S \) to match the latent space dimensions. In the case of sketches, we only condition the early steps of the denoising process as the final steps have little influence on the shapes \([2]\).

**Mask Composition.** To preserve the model identity when performing human-centric inpainting, we perform mask composition as the final step of the proposed approach.

Defining \( \hat{I} = D(z_0) \in \mathbb{R}^{H \times W \times 3} \) as the output of the decoder \( D \) and \( M_{\text{head}} \in \{0, 1\}^{H \times W \times 1} \) as the model face binary mask of the image \( I \), the final output image \( \hat{I} \) is obtained as follows: \( \hat{I} = M_{\text{head}} \odot \hat{I} + (1 - M_{\text{head}}) \odot I \), where \( \odot \) denotes the element-wise multiplication operator.

### 3.3. Training and Inference

As in standard latent diffusion models, given an encoded input \( z = E(I) \), the proposed denoising network is trained to predict the noise stochastically added to \( z \). The corresponding objective function can be specified as

\[
L = \mathbb{E}_{E(I), Y, \epsilon \sim \mathcal{N}(0, 1), t, E(I_M), m, p, s} \left[ \| \epsilon - \epsilon_\theta(\gamma, \psi) \|_2^2 \right],
\]

where \( \gamma = [z_t; m; E(I_M); p; s] \) and \( \psi = [t; T_E(Y)] \).

**Classifier-Free Guidance.** Classifier-free guidance is an inference technique that requires the denoising network to work both conditioned and unconditioned. This method modifies the unconditional model predicted noise moving it toward the conditioned one. Specifically, the predicted diffusion process at time \( t \), given the generic condition \( c \), is computed as follows:

\[
\hat{\epsilon}_\theta(z_t|c) = \epsilon_\theta(z_t|0) + \alpha \cdot (\epsilon_\theta(z_t|c) - \epsilon_\theta(z_t|0)),
\]

where \( \epsilon_\theta(z_t|c) \) is the predicted noise at time \( t \) given the condition \( c \), \( \epsilon_\theta(z_t|0) \) is the predicted noise at time \( t \) given the null condition, and the guidance scale \( \alpha \) controls the degree of extrapolation towards the condition.

Since our model deals with three conditions (i.e., text, pose map, and sketch), we use the fast variant multi-condition classifier-free guidance proposed in \([1]\). Instead of performing the classifier-free guidance according to each condition probability, it computes the direction of the joint probability of all the conditions \( \Delta_{\text{point}}^{\text{joint}} = \epsilon_\theta(z_t|\{c_i\}_{i=1}^N) - \epsilon_\theta(z_t|0) \):

\[
\hat{\epsilon}_\theta(z_t|\{c_i\}_{i=1}^N) = \epsilon_\theta(z_t|0) + \alpha \cdot \Delta_{\text{point}}^{\text{point}}.
\]

This reduces the number of feed-forward executions from \( N + 1 \) to 2.

**Unconditional Training.** Ensuring the ability of the denoising model to work both with and without conditions is achieved by replacing at training time the condition with a null one according to a fixed probability. This approach allows the model to learn from both conditional and unconditional samples, resulting in improved mode coverage and sample fidelity. Moreover, this technique also allows the model to optionally use the control signals at prediction time. Since our approach considers multiple conditions, we propose to extend the input masking to each condition independently. Experiments show that tuning this parameter can effectively affect the quality of the final result.
4. Collecting Multimodal Fashion Datasets

Currently available datasets for fashion image generation often contain low-resolution images and lack all the required multimodal information needed to perform the task previously described. For this reason, the collection of new multimodal datasets for the fashion domain plays a crucial role to advance research in the field. To this aim, we start from two recent high-resolution fashion datasets introduced for the virtual try-on task, namely Dress Code [28] and VITON-HD [7], and extend them with textual sentences and garment sketches. Both datasets include image pairs with a resolution of $1024 \times 768$, each composed of a garment image and a reference model wearing the given fashion item. In this section, we introduce a framework to semi-automatically annotate fashion images with multi-modal information and provide a complete description of how to enrich Dress Code and VITON-HD with garment-related text and sketches. We call our extended versions how to enrich Dress Code and VITON-HD with garment-modal information and provide a complete description of multi-modal information and multimodal annotation.

4.1. Dataset Collection and Annotation

Data Preparation. We start the annotation from the Dress Code dataset, which contains more than 53k model-garment pairs of multiple categories. As a first step, we need to associate each garment with a textual description containing fashion-specific and non-generic terms which are sufficiently detailed but not extremely lengthy to be exploited for constraining the generation. Motivated by recent findings in the field showing that humans tend to describe fashion items using only a few words [3], we propose to use noun chunks (i.e. short textual sentences composed of a noun along with its modifiers) that can effectively capture important information while reducing unnecessary words or details. Given that manually annotating all the images would be time-consuming and resource-intensive, we propose a novel framework to semi-automatically annotate the dataset using noun chunks. Firstly, domain-specific captions are collected from two available fashion datasets, namely FashionIQ [50] and Fashion200k [12], standardizing them with word lemmatization and eventually reducing each word to its root form with the NLTK library. Then, we extract noun chunks from the captions, filtering the results by removing all textual items that start with or contain special characters. After this pre-processing stage, we obtain more than 60k unique noun chunks, divided into three different categories (i.e. upper-body clothes, lower-body clothes, and dresses).

1Since the Dress Code dataset consists of over 53k fashion items and assuming that each annotation requires approximately 5 minutes, a single annotator working 8 hours per day, 5 days a week, and 260 working days per year would take more than 2 years to complete the annotation task.

2https://www.nltk.org/
ways determined via cosine similarity between multimodal embeddings. We employ the same strategy also to automatically annotate all garment images of the VITON-HD dataset. In this case, since this dataset only contains upper-body clothes, we limit the table noun chunks to the ones describing upper-body garments.

**Extracting Sketches.** The introduction of garment sketches can provide valuable design details that are not easily discernible from text alone. In this way, the dataset can provide a more accurate and comprehensive representation of the garments, leading to improved quality and better control of the generated design details. To extract sketches for both Dress Code and VITON-HD datasets, we employ PiDiNet [43], a pre-trained edge detection network.

Given that the selected datasets have originally been introduced for virtual try-on, they consist of both paired and unpaired test sets. While for the paired set we can directly use the human parsing mask to extract the garment of interest worn by the model and then feed it to the edge detection network, for the unpaired set we need to first create a warped version of the in-shop garment matching the body pose and shape of the target model. Following virtual try-on methods [47, 52], we train a geometric transformation module that performs a thin-plate spline transformation [36] of the input garment and then refines the warped result using a U-Net model [38]. From each warped garment, we extract the sketch image enabling the use of the proposed solution even in unpaired settings.

### 4.2. Comparison with Other Datasets

The only two text-to-image generation datasets available in the fashion domain [19, 56] are both based on images from the DeepFashion dataset [22]. While the dataset introduced in [56] contains short textual descriptions, DeepFashion-Multimodal [19] is annotated with attributes (e.g., category, color, fabric, etc.) that can be composed in longer captions. In Table 1, we summarize the main statistics of the publicly available datasets textual annotations compared with those of our newly extended datasets. As can be seen, our datasets contain more variety in terms of textual items and words, confirming the appropriateness of our annotation procedure and enabling a more personalized control of the generation process. Also, it is worth noting that the other datasets have no in-shop garment images making them difficult to employ in our case.

## 5. Experimental Evaluation

### 5.1. Implementation Details and Competitors

**Training and Inference.** All models are trained on the original splits of the Dress Code Multimodal and VITON-HD Multimodal datasets on a single NVIDIA A100 GPU for 150k steps, using a batch size of 16, a learning rate of $10^{-5}$ with a linear warmup for the first 500 iterations, and AdamW [23] as optimizer with weight decay $10^{-2}$. To speed up training and save memory, we use mixed precision [26]. We set both the fraction of steps conditioned by the sketch and the portion of masked conditions during training to 0.2. During inference, we employ the DDIM [42] with 50 steps as noise scheduler and set the classifier-free guidance parameter $\alpha$ to 7.5.

**Baselines and Competitors.** As first competitor, we use the out-of-the-box implementation of the inpainting Stable Diffusion pipeline\(^3\) provided by Huggingface. Moreover, we adapt two existing models, namely FICE [33] and SDEdit [25], to work on our setting. In particular, we re-train all main components of the FICE model on the newly collected datasets. We employ the same resolution used by the authors (i.e. $256 \times 256$), downscaling each image to $256 \times 192$ and applying padding to match the desired size (which is then removed during evaluation). To compare our model with a different conditioning strategy, we employ the approach proposed in [25] using our model trained only with text and human poses as input modalities and perform the sketch guidance using as starting latent variable the sketch image with added random noise. Following the original paper instructions, we use 0.8 as the strength parameter.

### 5.2. Evaluation Metrics

To assess the realism of generated images, we employ the Fréchet Inception Distance (FID) [16] and the Kernel Inception Distance (KID) [4]. For both metrics, we adopt the implementation proposed in [32]. Instead, to evaluate the adherence of the image to the textual conditioning input, we employ the CLIP Score (CLIP-S) [15] provided in the TorchMetrics library [9], using the OpenCLIP ViT-H/14 model as cross-modal architecture. We compute the score on the inpainted region of the generated output pasted on a $224 \times 224$ white background.

**Pose Distance (PD).** We propose a novel pose distance metric that measures the coherence of human body poses between the generated image and the original one estimating the distance between the human keypoints extracted from the original and generated images. Specifically, we employ the OpenPifPaf [20] human pose estimation network and compute the $\ell_2$ distance between each pair of real-generated corresponding estimated keypoints. We only consider the keypoints involved in the generation (i.e. that falls in the mask $M$) and weigh each keypoint distance with the detector confidence to take into account any estimation errors.

**Sketch Distance (SD).** To quantify the adherence of the generated image to the sketch constraint, we propose a novel sketch distance metric. To compute the score, we extract the segmentation map of the original and generated

---

\(^3\)https://huggingface.co/runwayml/stable-diffusion-inpainting
garments using an off-the-shelf clothing segmentation network. We then use the segmented garment area to extract garment sketches using the PIDInet [43] edge detector network. The final score is the mean squared error between these sketches, weighting the per-pixel results on the inverse pixel frequency of the activated pixels. More details about these proposed metrics can be found in the supplementary.

5.3. Experimental Results

Comparison with Other Methods. We test our proposal for the paired and unpaired settings of the considered datasets. In the former, the conditions (e.g., text, sketch) refers to the garment the model is wearing, while in the latter, the in-shop garment differs from the worn one. In Table 2, we report the quantitative results on Dress Code Multimodal and VITON-HD Multimodal datasets for both paired and unpaired settings.

We then use the segmented garment area to extract garment sketches using the PIDInet [43] edge detector network. The final score is the mean squared error between these sketches, weighting the per-pixel results on the inverse pixel frequency of the activated pixels. More details about these proposed metrics can be found in the supplementary.

We then use the segmented garment area to extract garment sketches using the PIDInet [43] edge detector network. The final score is the mean squared error between these sketches, weighting the per-pixel results on the inverse pixel frequency of the activated pixels. More details about these proposed metrics can be found in the supplementary.

In the high-resolution setting, we evaluate instead our MGD method using all multimodal conditions (i.e., text, pose map, and sketch) as input. In this case, we compare the results of our model only using text and pose map as conditioning since both considered competitors are not conditioned on sketches. For this reason, we do not report the results in terms of sketch distance for low-resolution images.

When considering low-resolution results, we notice that FICE [33] can produce images fairly consistent with the text conditioning, albeit less realistic than other methods. While Stable Diffusion [37] enhances image realism, it fails to preserve the input model’s pose due to the lack of pose information in the inputs. It is noteworthy that in this case, we compare the results of our model only using text and pose map as conditioning since both considered competitors are not conditioned on sketches. For this reason, we do not report the results in terms of sketch distance for low-resolution images.
it occurs only at the beginning by initializing $z_t$ using the sketch image with added noise according to the conditioning strength, while our model conditions the denoising process in multiple steps, depending on the sketch conditioning parameter. Qualitative results reported in Fig. 4 highlight how our model better follows the given conditions and generate high-realistic images.

To validate our results based on human judgment, we conduct a user study that evaluates both the realism of the generation and the adherence to multimodal inputs. Overall we collect about 7k evaluations involving more than 150 users. Additional details are reported in the supplementary. Table 4 shows the user study results. Also in this case our model outperforms the competitors, thus confirming the effectiveness of our proposal.

**Varying Input Modalities.** In Table 3, we study the behavior of our MGD model when the input modalities are masked (i.e. where we feed the model with a zero tensor instead of the considered modality). In particular, we focus on the CLIP-S for text adherence and on the newly proposed pose and sketch distances for the pose and sketch coherence, respectively. Notice that the text input anchors the CLIP-S metrics of all experiments and makes them comparable in all cases. Starting from the fully conditioned model (i.e. text, pose, sketch), we mask the sketch. As the decrease of the sketch distance in Table 3 confirms, this input actually influences the generation process of our model in both the considered datasets. Also, this modality slightly affects the pose distance as the sketch implicitly contains information about the model’s body pose. We further mask the pose map input and compare the output with previous results. In this case, we can also notice a consistent difference with the text-only conditioned model, according to all metrics except CLIP-S as expected. These results confirm that our MGD model can effectively deal with the conditions in a disentangled way, making them optional.

**Unconditional Training and Sketch Conditioning.** In Table 5, we inquire about the fully conditioned network performance according to the variance of the portion of unconditional training. Additionally, we evaluate the results by varying the fraction of sketch conditioning steps. As can be seen, the best results are achieved by using 0.2 for both parameters. In particular, for unconditional training, we train three different models (i.e. with 0.1, 0.2, and 0.3). When evaluating the sketch conditioning parameter, we test our model with values between 0 and 1 with a stride of 0.2. It is worth noting that the sketch distance consistently decreases as the number of sketch conditioning steps increases, showing the robustness of the approach.
6. Conclusion

The Multimodal Garment Designer proposed in this paper is the first latent diffusion model defined for human-centric fashion image editing, conditioned by multimodal inputs such as text, body pose, and sketches. The novel architecture, trained on two new semi-automatically annotated datasets and evaluated with standard and newly proposed metrics, as well as by user studies, is very promising. The result is one of the first successful attempts to mimic the designers’ job in the creative process of fashion design and could be a starting point for a capillary adoption of diffusion models in creative industries, oversight by human input.
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