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Abstract

The recent introduction of the large-scale, long-form
MAD and Ego4D datasets has enabled researchers to in-
vestigate the performance of current state-of-the-art meth-
ods for video grounding in the long-form setup, with inter-
esting findings: current grounding methods alone fail at
tackling this challenging task and setup due to their in-
ability to process long video sequences. In this paper, we
propose a method for improving the performance of natu-
ral language grounding in long videos by identifying and
pruning out non-describable windows. We design a guided
grounding framework consisting of a Guidance Model and
a base grounding model. The Guidance Model emphasizes
describable windows, while the base grounding model ana-
lyzes short temporal windows to determine which segments
accurately match a given language query. We offer two de-
signs for the Guidance Model: Query-Agnostic and Query-
Dependent, which balance efficiency and accuracy. Ex-
periments demonstrate that our proposed method outper-
forms state-of-the-art models by 4.1% in MAD and 4.52%
in Ego4D (NLQ), respectively. Code, data and MAD’s
audio features necessary to reproduce our experiments
are available at: https://github.com/waybarrios/guidance-
based-video-grounding.

1. Introduction
The task of grounding natural language in long-form

videos within large-scale datasets, such as MAD [33] and
Ego4D [12], can be particularly challenging due to the pos-
sibility of encountering many video segments that do not
contain any interesting or relevant moments to search for.
Given the large search space, it is critical to develop ap-
proaches that can quickly scan the video and identify query-
able moments via natural language.

For instance, Figure 1 illustrates various moments oc-
curring in a long-form video, where certain moments could
have greater relevance than others based on the video’s sto-
rytelling. The dialogue moment, which spans more than
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Figure 1: Describable Window. We depict the difference be-
tween describable and non-describable windows. The former are
temporal windows with relevant visual and auditory events that
are likely to contain one or more noteworthy moments. The lat-
ter can be categorized as “boring” video segments (temporal win-
dows) where little happens and no moment of interest happens for
grounding.

three minutes, would only be described as “two people sit-
ting at a table”, whereas the action scene contains many
moments that can be described, such as “a girl falling into
a pool”, “a dog opening a fence”, and “a dog jumps to
rescue a little girl”. This demonstrates that certain slices
within a video can contain numerous notable moments that
users would be highly interested in searching for.

In consequence, we introduce the concept of Describ-
able windows (as shown in Figure 1), which are video
slices shorter than the original long-form video and have
a high probability of containing remarkable and relevant
visual moments that can be queried through natural lan-
guage. Conversely, video slices that do not contain such
visually-rich moments that cannot be queried through
natural language are considered non-describable windows.
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Our work builds on the hypothesis that certain video
segments (non-describable windows) are difficult to narrate
effectively by natural language, which can lead to noisy
predictions when retrieving moments via natural language
queries, particularly for long videos. In fact, state-of-the-art
grounding models achieve remarkable performance when
analyzing short videos [31, 16, 26]; however, their capabili-
ties seem to saturate when tested on longer videos [33]. For
example, VLG-Net [34] achieves only marginal gains com-
pared to a simple yet effective zero-shot approach based on
CLIP [29], and some models outright fail to achieve reason-
able performance1. The above statements highlight the need
to detect video slices corresponding to the “important” parts
of a long-form video, i.e., those that contain as many mo-
ments as possible. Our intuition is that when analyzing the
entire long-form video, grounding models might overlook
the most critical segments of the video, which represents a
gap in the current research and motivates us to develop more
sophisticated techniques that can capture certain intricacies
using language cues or audio cues on top of the visual in-
formation.

To address this issue, we propose a guided grounding
framework [1, 10] comprised of two core components: a
Guidance Model that specializes emphasizing describable
windows and a base grounding model that analyzes short
temporal windows to determine which temporal segments
match a given query accurately.

Observing multimodal cues is key for detecting describ-
able windows. For instance, let us suppose we want to find
the moment when “the dog jumps to rescue the little girl”
(Figure 1). Here, the water splash (sound) and dog jump-
ing (visual) are hints suggesting that lots of visual activi-
ties are happening in the scene. This intuition motivates
the multimodal design of our Guidance Model. In practice,
our model jointly encodes video and audio over an extended
temporal window using a transformer encoder [35].

The proposed Guidance Model can also be used in two
different frameworks: Query Agnostic and Query Depen-
dent. The former pre-computes which parts of a video
have a low-probability of containing describable windows,
making it suitable for real-time applications or limited
computational resources. In contrast, the latter provides
more precise results by identifying irrelevant parts of a
video based on a given text query, at the cost of being more
computationally expensive as the number of queries grows.
We also highlight the fact that the two-stage approach can
be adapted to any grounding method, making it a flexible
and versatile option for a wide range of applications.

1We trained Moment-DETR [17] from scratch on the MAD [33] dataset
and found that, even though it achieves good grounding performance in
short videos, it utterly fails in long videos. More details can be found in
the supplementary material.

In summary, our contributions are three-fold:

1. We propose a two-stage guided grounding framework:
a general approach for boosting the performance of
current state-of-the-art grounding models in the long-
form video setting.

2. We introduce a Guidance Model that is capable of de-
tecting describable windows: a temporal window that
contains one or more noteworthy moments.

3. Through extensive experiments, we empirically show
the effectiveness of our two-stage approach. In partic-
ular, we validate the benefits of leveraging a Guidance
Model that specializes in finding describable windows.
We improve state-of-the-art performance on the MAD
dataset [33] by 4.1% and improve the performance of
an Ego4D baseline model [12, 44] in the NLQ task by
4.52%.

2. Related Work
Video Grounding Methods. Video grounding methods can
be divided into two families of approaches: (i) proposal-
based [11, 1, 34, 45, 40] and (ii) proposal-free [17, 43, 26,
6, 32, 19]. Proposal-based methods rely on producing confi-
dence scores or alignment scores for a previously generated
set of M candidate temporal moments {(τstart, τend)}M1 .
On the other hand, proposal-free methods aim at directly re-
gressing the temporal interval boundaries for a given video-
query pair. For instance, Mun et al. [26] tackle this prob-
lem by using a temporal attention-based mechanism that ex-
ploits local and global information in bimodal interactions
between video segments and semantic phrases in the query
to regress the target interval. Li et al. [19] uses a pyramid
network architecture to leverage multi-scale temporal cor-
relation maps of query-enhanced video features as the input
to a temporal-attentive regression module.

Regarding efficiency, proposal-free approaches have
faster inference time since they do not require exhaustively
matching the query to a large set of proposals. Conversely,
proposal-based methods often provide higher performance
at the cost of a much slower inference time. In fact, these
methods produce predictions for a large number of temporal
proposals and successively apply expensive Non-Maximum
Suppression (NMS) algorithms to improve the ranking.

Soldan et al. [33] showcased how current state-of-the-art
grounding methods fail to tackle the long-form grounding
setup where videos are up to several hours in duration.
Our focus is thus to design a pipeline able to boost these
methods through a two-stage cascade approach. In the
experimental section, we will showcase how our flexible
design is able to boost both proposal-based and proposal-
free methods to achieve a new state-of-the-art performance.
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Long-form Video Grounding. In long-form video un-
derstanding, grounding approaches are limited by the in-
ability to process the entire video at once. Such limita-
tion stems from the large computational budget for deep
learning-based video perception algorithms and the limited
computational resources currently available. Recently, [33]
proposed to process the video in short windows to enable
grounding in long-form videos. Long videos are there-
fore sliced in overlapping temporal windows, and ground-
ing methods are used to generate predictions within each
window. Finally, predictions across all windows are gath-
ered and ranked according to the confidence scores.

While video slicing is a potential solution for long-form
video grounding, it has a significant limitation as grounding
methods may introduce a considerable number of false
positives in the predictions for any long-form videos.
We address this challenge by introducing a two-stage
approach that guides any grounding model in making accu-
rate predictions and reducing the presence of false positives.

Multimodal Transformers. The great flexibility of the
transformer architecture [36] has promoted its adoption in
several different fields: computer vision [9, 22], natural lan-
guage processing [8, 3, 38], and audio processing [37, 27].
Concurrently, several works have exploited this architecture
to process multimodal data [25, 29, 18, 20, 39, 5, 15, 30].
The key to successfully applying transformers to multi-
modal data is to learn a projection to a shared embedding
space for each element of each modality (frames, spec-
trograms, language tokens). Our design for the Guidance
model, therefore, follows these recent advancements. In
particular, we aim to exploit the flexibility of transformers
to design a unified architecture able to gather relevant cues
from different modalities. We detail the design choices for
our Guidance model in the following section.

Temporal Proposals. Temporal proposals refer to the iden-
tification and localization of specific actions or events in an
untrimmed video by identifying temporal segments that are
likely to contain them. [46, 4] generate a single video snip-
pet per each specific event followed by an action classifier,
which makes it dependent on the label class. The existence
of several video snippets that correspond to specific events
in a long-form video, where multiple events can occur si-
multaneously, significantly adds to the complexity of the
task. For a given time segment t, N video snippets would
be required, where N represents the number of concurrent
events.

Recently, [41, 13, 28] leverages mechanisms that cap-
ture semantic information of video clips, self-attention, as
well as local and global temporal relationships using vi-
sual information. Although these methods have yielded out-
standing outcomes, the nature of grounding in long-form
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Figure 2: Guided Grounding pipeline. Two-stage approach
comprised of a video-language grounding model and a guidance
model. Given a set of predictions {(τs, τe, s)}M1 from a ground-
ing model, and plausibility score p∗, we generate a refined set of
predictions {(τs, τe, s∗)}M1 .

videos necessitates an examination of supplementary cues
from other modalities to identify as many events as possible
that can be referenced in a shorter video duration, i.e., in a
describable window.

3. Method
Our goal is to train a guidance model G that finds

describable windows that might contain a moment to be
grounded in a long video. By finding these windows, we
aim to guide an existing grounding model Vg in improv-
ing its predictions. Let Vg’s temporal moments predictions
be defined as: {(τs, τe, s)}M1 , where (τs, τe) corresponds to
start/end time and s is the noisy confidence score; given a
temporal window W sampled from a long video, and the fu-
sion operator M, we seek a model that generates temporal
moment predictions such that:

M (Vg,G,W ) → {(τs, τe, s∗)}M1 , (1)

where s∗ denotes a refined confidence score for the
temporal moment.

Grounding model Vg . The grounding model takes as input
a video observation V sampled from a temporal window W ,
and a natural language query Q; it then predicts M temporal
moments such that:

Vg (V,Q) → {(τs, τe, s)}M1 . (2)

In this work, we leverage several pre-trained grounding
models such as [17, 33, 34, 44]. While these works achieve
remarkable performance on localizing existing moments
within short temporal window, they suffer severely from
false positive predictions on windows that do not contain
any moment. As we will show in our experiments, mod-
ulating the confidence scores of a grounding model can

13669



greatly improve the overall performance of the model.

Guidance model G. We seek to train a guidance model that
gives low scores to predictions made on empty windows
(w/o moments) and gives higher scores to predictions de-
rived from windows containing one or more moments (de-
scribable windows). Similar to the grounding model, G in-
gests a video observation V sampled from W , and the target
query Q. For a given window, we obtain a plausibility con-
fidence score p∗ as follows:

G (V,Q) → p∗. (3)

Guided grounding output M. After obtaining a set of
predictions {(τs, τe, s)}M1 , and a plausibility score p∗ for
window W, the fusion operator M aims to generate a re-
fined confidence score for each predicted moment (Figure
2). To do so, we simply multiply the plausibility score p∗

with each confidence score {s}M1 . This generates the final
(and refined) set of predictions:

P = {(τs, τe, s∗)}M1 (4)

Grounding in long-form videos. We follow [33] and
generate predictions in long-form videos by sliding a
short window throughout time. Assuming we analyze K
windows, our model generates K×M predictions for a
natural language query Q. We sort the resulting predictions
by their confidence scores s∗.

3.1. Guidance Model Design and Training Details

The Guidance Model is depicted in Figure 3. Our goal is
to train the model G on a dataset D containing binary labels
(of window plausibility) for a set of temporal windows and
their corresponding natural language queries.

Window Representation. We sample an observation V
from an input window W . Such observation includes di-
verse inputs (i.e., video, audio, and text). The use of each
modality is setup-dependent and will be thoroughly ab-
lated in Section 4.3. In practice, we employ frozen en-
coders to extract embeddings for each modality. Formally,
we denote video embeddings, audio embeddings, and tex-
tual embeddings as Ev ∈ RLvg×Dv , Ea ∈ RLag×Da , and
Et ∈ RLtg×Dt , respectively, where Dv , Da, and Dt rep-
resent the dimensionality of the features. Input features are
projected to a shared embedding space of size dg by an MLP
projection followed by a layer normalization module [14].
Dropout is used for regularization.

Our design allows our Guidance Model to be query-
dependent or query-agnostic. The inputs for each of these
variants are as follows:

Transformer Encoder
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Figure 3: Guidance model. Our guidance model can process dif-
ferent modalities (setup-dependent). Each modality representation
is provided with a modality-specific positional embedding before
being fed to the Transformer Encoder module. The output of the
CLS token is projected to a real value, used as a guidance score to
condition the grounding models.

For query-dependent, the model’s inputs are given
by Ein=|Ecls, Ev, Ea, Et| ∈ R(L+1)×dg , where
L=Lvg+Lag+Ltg and Ecls is a learnable CLS token.

For query-agnostic, the model’s inputs are given by
Ein=|Ecls, Ev, Ea| ∈ R(L+1)×dg , where L=Lvg +
Lag and Ecls is a learnable CLS token.

A modality-specific positional embedding is also added
to each input tensor; specifically, we adopt a sinusoidal
positional embedding [35] for the video modality, while we
find that learnable positional embeddings [21] work best
with the audio and text modalities.

Architecture. We adopt a transformer encoder [17, 15]
which is a powerful yet flexible architecture for processing
sequential data. The input Ein is fed to a stack of Lt

transformer encoder layers. Each transformer encoder layer
is identical in design to [35, 42, 17, 15], using a multi-head
self-attention layer and a feed-forward network (FFN).
Finally, the first element of the encoder output (Eout),
corresponding to the CLS token position, is fed to an MLP
for predicting the plausibility score for the given window.

Loss function and supervision definition. We optimize
a binary cross entropy (BCE) loss to train G. The query-
agnostic models are trained on a dataset Dagnostic that con-
tains only a set of windows and a binary label that indicates,
for each window, whether or not it contains at least one mo-
ment. The query-dependent variant is trained on a dataset
Ddependent that contains window and query pairs making
up the set of describable (positives) and negative windows.
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4. Experiments
Metrics. The video grounding metric of choice is
Recall@K for IoU=θ (R@K-IoU=θ). This widely adopted
metric measures the quality of the predictions’ ranking and
temporal overlapping (IoU) with the annotations. In this
work we evaluate our models for K∈{1, 5, 10, 50, 100}
and θ∈{0.1, 0.3, 0.5}. Additionally, we introduce Mean
Recall@K (mR@K), where we average the R@K-IoU=θ
performance across all IoUs thresholds. This metric
allows for easier comparison and more compact tables.
We also include Mean Recallall or average Recall as:
mRall =

1
|K|

∑
mR@K, ∀K.

Datasets. MAD [33] is a large-scale dataset for the video-
language grounding task that comprises more than 384K
natural queries temporally grounded in 650 full-length
movies for a total of over 1.2K hours of video. MAD
introduces a new long-form video grounding setup that
brings new challenges to the task at hand while allowing
for unprecedented bias-free performance investigation. In
our experimental section, unless otherwise specified, we
report performance on the official test set. Ego4D [12] is a
comprehensive benchmark consisting of egocentric videos
from 931 camera wearers worldwide in different scenarios.
The subtask we focus on is the Natural Language Query
(NLQ), which uses 13 question types to locate different
types of information and retrieve relevant moments from
the episodic memory of camera wearers. Videos vary in
length from 3.5 to 20 minutes.

Baselines. For MAD dataset, we select three video ground-
ing methods for our experimental setup, namely: VLG-
Net [34], zero-shot CLIP [33], and Moment-DETR [17].
The first two are both proposal-based methods, a trained
method and a zero-shot one, while the third is a proposal-
free approach. On the other hand, for Ego4D, we use
Moment-DETR [17] and VSL-Net [44], a multimodal span-
based framework based on context-query attention. We will
show that all approaches benefit from the score refinements
provided by our Guidance Model.

4.1. Implementation details

Feature Extraction. The visual and text embeddings
are extracted following the CLIP-based methodology
presented in [33]. Specifically, visual features are extracted
at 5 FPS and with embedding dimensionality Dv=512. On
the other hand, text features are comprised of N tokens,
with embedding dimensionality Dt=512. Finally, audio
embeddings are computed using OpenL3 [7], an audio
embedding model inspired by L3-Net [2]. Specifically,
we use the OpenL3 checkpoint that was pre-trained on
videos containing environmental audiovisual data, we use
a spectrogram time-frequency representation with 128

bands, and we set the audio embedding dimensionality Da

to 512. Furthermore, we extract the audio embeddings
using a stride size equal to 0.2 seconds, i.e., using an
extraction frame rate of 5 Hz, which matches the frame
rate of the visual features. On the other hand, in the Ego4D
experiment we follow [23] without using audio streams, as
not all videos contain audio throughout their entire duration.

Guidance Model. We train our Guidance Model using
three modalities: (i) visual, (ii) audio, and (iii) text for
query-dependent setup. And two modalities: (i) visual
and (ii) audio for query-agnostic setup. Our transformer
encoder comprises 6 layers (Lt) with a hidden size of
256 (dg). The Guidance Model is trained using a sliding
window approach where the window size (Lvg) is equal
to 64 frames (unless otherwise specified), spanning 12.8
seconds for the MAD dataset and 34.13 seconds for the
Ego4D dataset. The model is trained for 100 epochs using
the AdamW [24] optimizer with learning rate 10−4, weight
decay 10−4, and batch size 512.

Grounding Models. We instantiate Moment-DETR [17]
using a hidden dimension size of 256, 2 encoder layers, 2
decoder layers, window length (Lv) of 128 (equivalent to
25.6 seconds at 5 FPS in MAD), and 10 moment queries;
we optimize the model with AdamW [24], setting the learn-
ing rate to 10−4 and the batch size to 256. VLG-Net [34]
is trained following the implementation details presented
in [33], while CLIP is evaluated in the zero-shot setup that
was also proposed in [33]. For VSL-Net [44], we follow
the approach presented in the Ego4D [12] repository with
an egocentric video-language pretraining [23]. At infer-
ence time, we discard highly redundant proposals via non-
maximum suppression (NMS) with a threshold of 0.3 for
MAD and 0.5 for Ego4D. All experiments are conducted
on a Linux workstation with a single NVIDIA 32GB V100
GPU and an Intel Xeon CPU with 64 cores.

4.2. Results

Table 1 presents the performance of the baselines (rows
1-3) and the corresponding improvement achieved by the
grounding models with the guidance model (rows 4-6). The
employed guidance model utilizes query-dependent setup
and audiovisual features. Further investigation into various
model design choices can be found in Section 4.3.
As anticipated, proposal-based methods (rows 1-2) have
consistently higher performance with respect to the
proposal-free Moment-DETR method (row 3) for all met-
rics. Moreover, our guidance method is able to boost
the performance of all baselines (rows 4-6). In particular,
the most significant boost is obtained by Moment-DETR,
for which the improvement ranges between 3−16×, while
for VLG-Net and zero-shot CLIP baselines, the improve-
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Model IoU=0.1 IoU=0.3 IoU=0.5

R@1 R@5 R@10 R@50 R@100 R@1 R@5 R@10 R@50 R@100 R@1 R@5 R@10 R@50 R@100

Zero-shot CLIP [33] 6.57 15.05 20.26 37.92 47.73 3.13 9.85 14.13 28.71 36.98 1.39 5.44 8.38 18.80 24.99
VLG-Net [34] 3.50 11.74 18.32 38.41 49.65 2.63 9.49 15.20 33.68 43.95 1.61 6.23 10.18 25.33 34.18
Moment-DETR [17] 0.31 1.52 2.79 11.08 19.65 0.24 1.14 2.06 7.97 14.29 0.16 0.68 1.20 4.71 8.46

†Zero-shot CLIP [33] 9.30 18.96 24.30 39.79 47.35 4.65 13.06 17.73 32.23 39.58 2.16 7.40 11.09 23.21 29.68
†VLG-Net [34] 5.60 16.07 23.64 45.35 55.59 4.28 13.14 19.86 39.77 49.38 2.48 8.78 13.72 30.22 39.12
†Moment-DETR [17] 5.07 16.30 24.79 50.06 61.79 3.82 12.60 19.43 40.52 50.35 2.39 7.90 12.06 24.87 30.81

Table 1: Benchmarking of grounding methods on the MAD dataset. In the initial rows (row 1, 2, and 3), we present the performance
results of the three baselines (Zero-shot CLIP, VLG-Net, and Moment-DETR) on the test split. The subsequent rows (row 4, 5, and 6)
demonstrate the performance enhancement achieved by the grounding models aided by the proposed guidance model (indicated by the (†)
symbol), utilizing the query-dependent setup with audiovisual features.

Method mR@1 mR@5 mR@10 mR@50 mR@100 mRall

Moment-DETR [17] 6.72 19.68 23.85 24.67 − 18.73
VSL-Net [44, 23] 11.38 19.64 24.27 36.09 42.12 26.70

†Moment-DETR [17] 7.28 22.14 24.75 26.05 − 20.05
†VSL-Net [44, 23] 11.90 24.06 33.31 54.59 54.90 31.22

Table 2: Benchmarking on the Ego4D dataset. The initial
rows (row 1 and 2) display the performance results of Moment-
DETR [17] and VSL-Net [44] baselines, employing Egocentric
VLP features [23] on the Ego4D validation set. The subsequent
rows (row 3 and 4) demonstrate the performance enhancement
brought about by our Guidance Model, indicated by the symbol
†. For a complete table of results, kindly consult the supplemen-
tary material.

ment ranges between 1−3×. Remarkably, the Guidance
Model can boost R@10-IoU=0.1 from 2.79% to 24.79%
for Moment-DETR, allowing us to achieve state-of-the-art
performance for the MAD dataset. These results indicate
that our approach bridges the gap between proposal-free
and proposal-based methods, allowing the former to tackle
the long-form video grounding task.

We evaluated the performance of the guidance model
on the Ego4D [12] dataset using a query-dependent setup.
Since Ego4D lacks audio in a substantial portion of its
videos for the NLQ task, we opted for a fair comparison us-
ing only visual and text features. Table 2 displays the results
achieved, employing VSL-Net and Moment-DETR as the
baselines. The results demonstrate that the Guidance Model
had a positive impact, leading to a 4.52% improvement in
the mRall metric for VSL-Net and a 1.32% improvement
for Moment-DETR in the same metric.

Takeaway. Our Guidance Model is general and can be
combined with all grounding methods to bridge their per-
formance from the short-form to the long-form setup. We
refer the reader to the supplementary material for additional
evaluations of the baselines on the short-form video ground-
ing setup.

4.3. Ablation Study

In order to determine the optimal configuration of the
Guidance Model, we conducted ablation studies focusing
on three critical factors: (i) the selection of modalities (i.e.,
visual and/or audio), (ii) the performance of query-agnostic
versus query-dependent guidance, and (iii) determining the
optimal window size using the MAD dataset. Moreover,
we performed an extensive investigation on actionless
moments, which provides a significant differentiation of
our implementation from the temporal proposals method.
Moreover, we investigated the influence of the audio
streams in video grounding models. Lastly, we conclude
with a qualitative analysis of our proposed pipeline. Full
detailed results in supplementary material.

Guidance through multimodality fusion. In this section,
we investigate the contribution of having multiple modali-
ties for the Guidance Model. In Table 3 we report the base-
lines’ performance as-is (rows 1,5,9), as well as their per-
formances when combined with our Guidance Model. The
Guidance Model in each row was trained with different in-
put modalities for the MAD dataset: (i) audio and text, (ii)
video and text, (iii) audio, video, and text. We report Mean
Recall@K (mR@K) for compactness.

For each baseline, the best performance can be achieved
when all modalities are used for the Guidance Model,
yielding an improvement between 1−18× across all met-
rics. Using audio alone without visual input leads to mod-
est performance improvement for Zero-shot CLIP, VLG-
Net, and Moment-DETR. Additionally, visual clues can
also boost all baselines, with Moment-DETR benefiting the
most. Nonetheless, when combining all modalities, we can
achieve the best overall performance.

Notice how the use of the Guidance Model is able to
boost the performance of Moment-DETR, getting it to
achieve a performance close to the proposal-based method
even though the baseline performance is particularly poor.
This finding allows us to conclude that strong short-video
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Model Modalities mR@1 mR@5 mR@10 mR@50 mR@100Audio Visual

Zero-
shot
CLIP

✗ ✗ 3.7 10.0 13.9 27.3 35.0
✓ ✗ 4.0 11.1 15.6 28.1 35.3
✗ ✓ 4.8 12.0 16.1 29.2 36.0
✓ ✓ 5.2 12.6 16.7 29.7 36.4

VLG-
Net

✗ ✗ 2.5 8.6 13.4 31.0 40.8
✓ ✗ 2.7 9.2 14.1 32.1 41.7
✗ ✓ 3.5 11.1 16.7 35.0 44.1
✓ ✓ 3.9 12.1 17.8 36.0 45.2

Moment-
DETR

✗ ✗ 0.2 1.0 1.8 7.5 13.1
✓ ✗ 1.0 4.2 7.1 20.7 29.5
✗ ✓ 3.1 10.7 16.2 34.1 42.9
✓ ✓ 3.6 11.5 17.2 35.2 43.8

Table 3: Modality comparison for the Query Dependant Guid-
ance Model. The table reports the boost in performance achieved
by the chosen baselines (rows 1,5,9) when combined with a Guid-
ance Model having access to different input modalities. Mean Re-
call (mR@K) metric is computed over the validation set.

grounding methods can be bridged to long-form grounding
through a two-stage approach that leverages a Guidance
Model to reduce the search space for the temporal align-
ment of video and text.

Describable windows. The first ablation suggests that
using both audio and video is a powerful representation.
However, the Guidance Model used so far is query-
dependent and leverages textual queries for identifying
irrelevant windows. Our method can be very efficient if we
can identify windows that are non-describable regardless
of the input query so that the Guidance Model can process
the video/audio streams only once. The question we want
to answer in the following ablation is “Can we devise an
efficient first stage to identify non-describable windows
and remove them from the search space of grounding
methods?” To investigate this research question, we devise
a query-agnostic Guidance Model that does not process any
textual query in input. In Table 4, we report the comparison
between the query-agnostic and query-dependent Guidance
Model, which uses both audio and visual cues as inputs.
For compactness, we report the Mean Recallall (mRall).
Using audio-visual cues alone leads to improvements for
Zero-shot CLIP, VLG-Net, and Moment-DETR. Con-
versely, when our Guidance Model takes the text query
as input, it can better discriminate between relevant and
irrelevant moments leading to consistent improvements
across all baselines. We conclude that the query-dependent
setup offers superior performance, at the cost of being
more computationally expensive as the number of queries
grows. On the other hand, the query-agnostic setup is
computationally efficient as the video only has to be
processed once by the Guidance Model, making it suitable
for real-time or low-resource scenarios.

Model Baseline Query Query
Agnostic Dependent

Zero-shot CLIP [33] 18.0 18.5 (+0.5) 20.1 (+2.1)

VLG-Net [34] 19.3 20.7 (+1.4) 23.0 (+3.7)

Moment-DETR [17] 4.7 8.3 (+3.6) 22.3 (+17.6)

Table 4: Describable windows. We report Mean Recallall for
the baselines performances (second column), query agnostic guid-
ance filter combined with baselines (third column), and query de-
pendent guidance filter combined with baselines (fourth column).
Performance is measured on the MAD validation set.
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Figure 4: Temporal field of view. We report mRall for the com-
bination of three baseline models (Zero-shot CLIP, VLG-Net, and
Moment-DETR) with different Guidance Models trained with dif-
ferent window sizes. Results are computed on the validation split.

Temporal field of view. The next question we want to an-
swer is: “What is the optimal window size for the Guidance
Model?”. In Figure 4, we report the performance trend
for all baselines when combined with a query-dependent
audio-visual Guidance Model, where we vary the window
size (temporal field of view) the Guidance Model can rea-
son about. The trade-off in this experiment is between the
fine-grained guidance versus the temporal context available
to the guidance model. We test window sizes ranging from
16 to 256 time steps in the MAD dataset, with each time
step accounting for 0.2s when the video FPS is set to 5.
This yields models with a temporal field of view ranging
from 3.2 to 51.2 seconds. For this experiment, we report
the mRall metric.

Figure 4 showcases that, although short windows
provide a more fine-grained guidance, they do not yield the
best performance. For all methods investigated, the perfor-
mance consistently increases from windows size 16 to 64.
After such a window size, performance starts to decrease
for the Zero-Shot CLIP and Moment-DETR, while little
change is observed for VLG-Net. Following these findings,
we fix the window size for the guidance model to be 64
in all other experiments. Hence, we can conclude that to
improve the performance of the video grounding task, it is
necessary to have sufficient context information so as to
delimit all possible predictions correctly.
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Method mR@1 mR@5 mR@10

Zero-shot CLIP [33] 3.09 8.10 11.30
VLG-Net [34] 1.53 5.77 9.33
Moment-DETR [17] 0.15 0.65 0.91

†Zero-shot CLIP 4.31 10.38 14.01
†VLG-Net 2.32 8.07 13.13
† Moment-DETR 2.86 8.44 13.51

Table 5: Describable windows beyond actions. We compare the
performance of our baseline models with the Guidance Model (†)
and without guidance on actionless queries only. For this purpose,
we extract actionless queries from MAD [33] test set and evaluate
using mR@K for K∈{1, 5, 10}. The results showcase that our
guidance method is not solely learning action-based concepts.

Describable windows beyond actions. Our motivation
is to follow a data-driven approach to learn about what
segment of the videos are worth describing. Looking at
the data in MAD [33] reveals that a considerable portion
of the queries (10% and 18%, respectively) lack verbs and
describe only the environment and its attributes (adjectives,
nouns). Examples of such queries include “Night time
at SOMEONE’s building” and “Later, on a circular
staircase”. We recognize that interpreting this type of
query is a challenging task, and it sets our approach apart
from other computer vision methods, such as temporal
proposals [4, 46, 41, 13, 28] because these moments do not
contain any action element. Therefore, to validate the above
hypothesis, we report in Table 5 the boost in performance
that our Guidance Model brings for actionless queries.
The metrics show an improvement when our method is
applied to actionless queries, providing evidence for the
effectiveness of our approach in capturing descriptions of
actionless moments.

Enhancing Video Grounding by Using Audio. By incor-
porating audio features in Moment-DETR [17] using the
MAD Dataset [33], we achieve a substantial performance
boost. As shown in Table 6, the mRall (mean Recall over
all classes) improves from 5.08% to 7.70%. Furthermore,
when combined with the Guidance Model, the mRall fur-
ther increases from 24.19% to 28.30%, demonstrating a
consistent impact across setups. These results show a re-
markable performance improvement when audio is inte-
grated into the video grounding model.

We emphasize that our main focus is not on adding
audio to the video grounding model but rather on the
design and experimentation of the Guidance model. For
a fair comparison, models in Tables 1 and 2 solely use
visual and language features, excluding audio. However,
we believe these results show encouraging results for the
future inclusion of audio features in mainstream grounding
models.

Method Audio m@R1 m@R5 m@R10 m@R50 m@R100 mRall

Moment-DETR [17] ✗ 0.24 1.11 2.02 7.92 14.13 5.08
Moment-DETR [17] ✓ 0.70 2.15 5.11 11.23 19.08 7.70

†Moment-DETR [17] ✗ 3.76 12.27 18.78 38.48 47.65 24.19
†Moment-DETR [17] ✓ 5.18 15.70 22.04 44.26 54.32 28.30

Table 6: Including audio in Grounding Model. The results
demonstrate a performance boost when audio is integrated into
the video grounding model, thereby opening new possibilities for
future research to explore this modality further. We enhance reader
understanding by emphasizing methods that include the Guidance
Model with (†) in their name.

Qualitative Results. Figure 5 presents three qualitative
grounding results from the MAD [33] test set. The fig-
ure showcases how our Guidance Model can improve the
ranking of moments predicted by a grounding model (i.e.,
VLG-Net [34]). We report three positive cases (a-c) and a
failure case (d). In Figure 5a, the Guidance Model is able
to improve the ranking of the baseline model’s prediction
by 12 positions (from rank 16 to rank 4). Given the tight
tIoU between the predicted moment and the ground truth,
the Guidance Model is able to positively boost the perfor-
mance. An even larger improvement is showcased in 5b,
where the Guidance Model pushes the baseline prediction
from rank 24 to 6. Figure 5c depicts a case when our Guid-
ance Model helps to filter out a non-describable window by
sensibly reducing its ranking from 5 to 62. Here, the mo-
ment predicted by the baseline model (blue) is ranked high,
however, the predicted moment possesses the characteris-
tics of a non-describable window. Therefore, our Guidance
Model penalizes such a moment by reducing its ranking,
making this false positive less relevant. Combined with our
experimental section, the visualization provides a clearer
understanding of the function of our guidance filter. Al-
though the Guidance Model has an overall beneficial im-
pact over all baselines, it can also impair performance in
some cases. Figure 5d is such an example, where our Guid-
ance Model worsens the ranking of a positive prediction;
the reader should notice how this example depicts a static
scene containing a moment relevant to the audience, with
the Guidance Model penalizing it in a wrong way.

5. Limitations
Our method presents a notable improvement in video

grounding performance. Nevertheless, it also presents a
significant limitation regarding to the substantial inference
time needed to match each query with every segment in a
provided video. In our pursuit of finding a middle ground
between computational efficiency and performance, we of-
fer a more cost-effective option by introducing a query-
agnostic framework. It is important to recognize that opting
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(b) Someone averts his gaze from the screen and notices a man in the room. (d) Cigarette hanging out of his mouth.

(c) A person standing over a person lying on a hospital bed.
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Figure 5: Qualitative Results. We compare ground truth annotation (red box) and the predicted temporal endpoints (arrows) with their
respective rankings. We highlight in blue the prediction from the baseline VLG-Net [34] and in green the prediction of the baseline when
combined with our guidance model. Notably, examples (a-c) depict a positive impact of the guidance model over the baseline one by either
improving the ranking of a prediction or worsening it. Example (d) instead depicts a failure case for our pipeline.

for this alternative comes with a drawback: a decrease in
performance across various metrics. This trade-off arises
because the approach shift from query-dependent frame-
work to detecting potentially interesting moments without
considering a natural language query. Nonetheless, we be-
lieve this work will inspire the community in pursuing fur-
ther effective and efficient video grounding on long-form
video datasets.

6. Social impact
Our models development heavily leveraged the MAD

dataset [33]. This dataset, primarily drawn from cine-
matic sources, underpins our training efforts but also intro-
duces the biases inherent in movie portrayals. While pro-
viding benefits for training, this method also brings in bi-
ases come from historical stories, cultural portrayals, and
societal norms seen in movies. These biases could af-
fect the model’s comprehension of real-world concepts. To
address this, we conducted experiments using the Ego4D
dataset [12]. This dataset takes a different approach by col-
lecting videos worldwide in partnership with local organiza-
tions. Its goal is to capture a variety of everyday experiences
across different cultures and areas, in order to offset any bi-
ases that may arise from how these experiences are depicted
in movies. Impressively, our models demonstrated robust
performance across both MAD and Ego4D datasets, show-
casing their versatility and suggesting their potential for
knowledge transfer. Moreover, the incorporation of Ego4D
experiments contribute to the broader discourse on fair AI
by promoting testing video-based approaches on such di-
verse datasets.

7. Conclusion
We presented a novel approach for language grounding

in long videos. Our guidance framework is flexible, and our

experimental section provides ample demonstration that it
can boost performance for a variety of baselines, including
proposal-based models like VLG-Net and zero-shot CLIP,
as well as VSL-Net, and the proposal-free Moment-DETR.
Our proposed Guidance Model can operate over different
modalities and is very efficient in its query-agnostic
version. However, we found that using the queries as part
of the guidance mechanism allows for better performance.
Future work includes exploring the use of smaller, more
specialized Guidance Models to optimize inference time
by prioritizing recall or precision based on application
needs, effectively reducing inference time while main-
taining desired performance levels. This could lead to a
customized processing pipeline for various applications,
achieving a balance between computational efficiency and
accuracy. We also believe the community will further pur-
sue two-stage approaches for the task at hand by designing
more sophisticated and powerful guidance models that can
provide even better assistance to paired grounding methods.
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