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Figure 1. A demonstration of partial region segmentation (left half of the face) for extreme poses. We compare our method with the current SOTA, XMem [4], for a 1 min video (1800 frames), with only 6 frames (0.33%) annotated. No retraining or fine-tuning required.

Abstract

Despite advancements in user-guided video segmentation, extracting complex objects consistently for highly complex scenes is still a labor-intensive task, especially for production. It is not uncommon that a majority of frames need to be annotated. We introduce a novel semi-supervised video object segmentation (SSVOS) model, XMem++, that improves existing memory-based models, with a permanent memory module. Most existing methods focus on single frame annotations, while our approach can effectively handle multiple user-selected frames with varying appearances of the same object or region. Our method can extract highly consistent results while keeping the required number of frame annotations low. We further introduce an iterative and attention-based frame suggestion mechanism, which computes the next best frame for annotation. Our method is real-time and does not require retraining after each user input. We also introduce a new dataset, PUMaVOS, which covers new challenging use cases not found in previous benchmarks. We demonstrate SOTA performance on challenging (partial and multi-class) segmentation scenarios as well as long videos, while ensuring significantly fewer frame annotations than any existing method. Project page: https://max810.github.io/xmem2-project-page/

1. Introduction

Video Object Segmentation (VOS) [48] is a widely performed vision task with applications ranging from object recognition, scene understanding, medical imaging, to filter effects in video chats. While fully automated approaches based on pre-trained models for object segmentation are often desired, interactive user guidance is commonly practiced to annotate new training data or when precise rotoscoping is required for highly complex footages such as those found in visual effects. This is particularly the case when the videos have challenging lighting conditions and dynamic scenes, or when partial region segmentation is required. While automatic VOS methods are designed to segment complete objects with clear semantic outlines, interactive video object segmentation (IVOS) and semi-supervised video object segmentation (SSVOS) techniques [48] are more flexible, and typically use a scribble or contour drawing interface for manual refinement such as those found in commercial software solutions such as Adobe After Effects and Nuke. Despite advancements in IVOS and SSVOS techniques, rotoscoping in film production is still a highly labor-intensive task, and often requires nearly every frame of a shot to be annotated and refined [36].

State-of-the-art IVOS and SSVOS techniques use memory-based models [27] and have shown impressive segmentation results on complex scenes based on user-provided mask annotations, but they are often designed to
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2. Related Works

Video Object Segmentation. A wide range of video ob-
ject segmentation (VOS) methods have been introduced in
the past decade [48], spanning a broad spectrum of com-
puter vision applications, including visual effects. Many so-
lutions have been deployed in established commercial video
editing software such as Adobe After Effects and Nuke.
While early VOS techniques were often based on classic
optimization methods and graph representations [33, 37],
recent ones are typically using deep neural networks.

Semi-supervised video object segmentation (SSVOS)
aims at segmenting objects in a video using a frame of refer-
ence (usually the first [3]) but some models also support mul-
tiple annotations). To help users create the annotation, inter-
active VOS methods (IVOS) were introduced [28, 5], pro-
viding users a convenient way to create annotation masks
commonly using scribbles and dots selection interface.

To facilitate user annotations, some IVOS methods sug-
gest a fine-tuning approach, which makes any iterative
user interaction slow during inference as retraining is re-
quired [3, 39]. Although more efficient alternatives like on-
line adaptation were introduced, their output quality is gen-
ernally poorer [25, 34, 29, 2].

Attention-based methods use different techniques such as
similarity or template matching algorithms to dictate
which frames need to be focussed on from a set of available
frames (referred to as memories) [27, 9, 47, 15, 11]. Mul-
tiple authors have focused on facilitating the model to use
local/pixel-to-pixel information which improves the quality
of the masks using either kernels [35], optical flow [40, 46],
transformers [24, 18, 43, 44, 46] or improvements to the
spatial-temporal memory [38, 42, 5, 6, 21, 20, 23, 22, 19].

Most recently, XMem [4] has proposed a resource-
efficient method that compresses the feature memory and
supports the usage of multiple annotated frames references.
We base our approach on it, as the architecture is resource-
efficient, quick, extendable, and demonstrates SOTA results
on modern benchmarks.
Frame Annotation Candidate Selection. The task of annotation candidate prediction is finding a specific frame or set of frames for the user to annotate, in the first or consecutive interaction rounds that maximize the overall video segmentation quality (defined with metrics like Intersection over Union (IoU) and $F$-score). The authors of BubbleNets [12] propose a VOS architecture that simultaneously learns to predict the optimal candidate frame to annotate, by using a bubble-sort [16] style algorithm to find the closest-to-best candidate. The authors of IVOS-W [45] claim that annotating the frame with the lowest quality is suboptimal and introduce a Reinforcement Learning Agent to intelligently select the candidates based on the assessed quality of all frames. GIS-RAMap [13] introduces an end-to-end deep neural network, that operates on sparse user input (scribbles), and uses the R-attention mechanism to segment frames and directly predicts the best annotation candidates.

These works exhibit the following limitations: [12, 45] work under the assumption that it is possible to directly estimate the segmentation quality or frame importance without explicit information of the target object, which makes them highly domain-dependent and does not hold for partial segmentation, as illustrated by Fig. 2c. [12] and [15] do not use annotation information when selecting annotation candidates, which limits their usefulness for partial segmentation, occlusions, or multiple similar objects in the scene (use-case illustrated in rows 1-2 in Fig. 7).

Video Segmentation Datasets. Earlier datasets had annotations for videos without heavy occlusions or appearance changes [26, 17, 10]. DAVIS [30, 31] became the benchmark dataset for the previous decade and is still being used because of the high resolution of the videos and the quality of the annotations. The benchmark released in 2016 had only single-object annotations, and the extended one in 2017 incorporated multiple-object annotations. For both datasets, their clips are 2-4 seconds long. Youtube-VOS [41] presented a large dataset of around 4000 videos where each is 3-6 seconds long. Given the number of videos, they have a variety of categories and every 5-th frame is annotated. OVIS [32] is a dataset of severe occlusions, and is very challenging for the current VOS methods. MOSE [8] uses a subset of OVIS [32] as well as other videos, for a total of 2149 clips, from 5 to 60 seconds long, 12 on average. LVOS [14] dataset consists of 220 long videos, on average 115 seconds each. Most recently, BURST [1] introduced a large dataset with almost 3000 videos, that can be used for tasks like VOS and Multi-Object Tracking and Segmentation. Even though there are resources with long videos and high-quality masks, many use cases from the industry are not reflected, such as partial objects, reflections, and segmentation targets without clear boundaries.

3. XMem++

3.1. Overview

Fig. 3 provides an overview of XMem++. Given a video, the end user first selects a frame $f_i$ they want to annotate, to give the model the template of the object(s) that will be segmented. The user then provides the annotations in the form of scribbles (that are then converted to a dense segmentation mask $m_i$) or the mask $m_i$ directly. The segmentation model (Section 3.2) then processes $m_i$ puts it into the permanent memory and segments the given target(s) in all other frames by predicting segmentation masks $\hat{m}$. The annotation candidate selection algorithm (Section 3.3) takes $m_i$ and $\hat{m}$ and predicts the $k$ next best frames to annotate, in order of importance. The user then provides the annotations for some or all of them, and the process is repeated until the segmentation quality is satisfactory. The annotation candidate selection module takes into account all of the previously annotated frames, so it avoids selecting the frames that are similar to those already annotated.

The segmentation module is described in Fig. 4. It is based on XMem architecture [4] and consists of a convolutional neural network with multiple parts and three types of separate memory modules. Given a sequence of frames $f$ and at least one segmentation mask $m_i$ containing the target object(s), the mask is processed together with the corresponding frame $f_i$ by the model and stored in the permanent working memory as a reference for segmenting other frames. For every frame in the memory, two feature maps are extracted and saved - a smaller “key”, containing information about the whole frame, used for matching similar frames, and a corresponding larger “value” with target-specific information, used in predicting the segmentation mask. When predicting the segmentation for a frame $f_j$, the model searches for similar frames in all three memory modules by calculating pixel-wise attention across stored “keys” using a scaled $L_2$ similarity measure, aggregates the information from them and uses it to predict the segmentation for the frame $f_j$. The model also stores its own predictions in the temporary working memory modules and uses them together, usually every $n$-th frame. The long-term memory module was introduced in XMem. It limits memory usage and allows processing longer videos by frequently
compressing and removing outdated features from temporary working memory. Sensory memory is a small module that captures motion information by processing differences between consecutive frames, also unchanged from [4].

3.2. SSVOS with Permanent Memory Module

Our main contribution is the introduction of a “permanent” working memory module, that changes how the annotated frames are treated before and during model inference. In the original work, there was only temporary working memory, so the first frame was always annotated and permanently kept there for predicting segmentation masks for new frames. We define this frame as a “ground-truth reference”, meaning that the segmentation mask associated with it is 100% accurate because it is provided by the user. All the other frames, which would be added to the working memory, were only added there temporarily and are likely to be moved to long-term memory eventually, especially for longer videos. We define these frames as “imperfect references”, as the associated segmentation mask is predicted by the model, thus it is likely to have errors. This approach works great with only 1 annotation provided, however, two problems arise when using multiple annotations. First, visible “jumps” in quality appear when the model encounters a new annotated frame during the segmentation process, and corrects its predictions for the following frames, but not for the previous ones. Second, additional annotated frames were treated like “imperfect references” - thus only having an impact on a limited part of the video, and likely to be compressed and moved to long-term memory, reducing their impact even further.

To address these issues, we propose to add another, “permanent” working memory module (labeled dark green in Fig. 4), implemented to store only “ground-truth references” - i.e., annotated frames for the duration of the whole video. During inference, the annotated frames are processed separately and added to the new permanent working memory before the segmentation process starts. The “permanent” working memory module stays unchanged throughout the whole inference, its contents are never compressed or moved to the long-term memory. During memory readout, the keys and values in the permanent memory are simply concatenated to those of the temporary memory.

This allows the model to produce smooth transitions when the target object changes between two scenes, as the model now has access to references from both (refer to Fig. 10 from Appendix for illustration). The module also decouples the frame position from frame content, helping the model to find matches across frames regardless of their positions in the video. This results in an increased scaling of segmentation quality and efficiency, as well as fixes the “jumping” quality issue (Section 5).

3.3. Attention-Based Frame Selection

Choosing the right frames to annotate leads to higher overall segmentation accuracy, which was demonstrated by previous works [45, 13, 12]. We designed an algorithm for this based on an empirical idea - to select the most diverse subset of frames that capture the target object in different illumination conditions, pose and camera viewpoint, inspired by [13]. Given the task to select b frames from a video, we assume there are b different “scenes” in it, and sample the most representative frame from each.

Given a previous annotations \(a \geq 1\) since there is at least one mask provided by the user) and the predictions of the model for the rest of the frames in the video, we extract the “key” features \(k_i\) of size \((h, w)\) with our segmentation module, weighted by corresponding mask \(m_i\), obtaining a region-weighted mask \(r_i\). This allows the algorithm to focus on target-specific region similarity, while still having
information about surrounding regions. The influence of the mask over the holistic frame features is controlled by parameter $\alpha$, $\alpha \in [0..1]$. With $\alpha = 0$ the algorithm ignores the annotation masks, predicting the candidates only based on the overall frame appearance, with $\alpha = 1$ it only looks at the masked regions, ignoring the rest of the pixels.

$$r_a = \alpha k_a \odot m_a + (1 - \alpha) k_a$$

We then iteratively pick $b - a$ candidates with the highest dissimilarity $D$, using negative pixelwise $L-2$ similarity $S$ from [4] with added cycle consistency.

$$D_{r_a, r_b} = \sum_{i,j}^{h \times w} \max (0, (S_{i,j}(r_a, r_b) - S_{i,j}(r_b, r_a)))$$

Given frames $f_i$ and previous annotations $f_a$, we compute the dissimilarity across them: $D_{r_{a,i}, r_{b,i}} \forall a, b \in f$. We then select $\arg \max (\arg \min D_{r_{a,i}, r_{b,i}} \forall a, b \in f)$, the frame with the largest minimal distance to all the existing annotations, as the next candidate. This process is repeated $b-a$ times. Due to ambiguity in pixel-to-pixel mapping, often a lot of pixels from $f_a$ map to other pixels from $f_b$, thus average self-dissimilarity is $> 0$. Cycle consistency $(S_{i,j}(r_a, r_b) - S_{i,j}(r_b, r_a))$ ensures that frames are only dissimilar if pixels in $f_i$ map to different positions in $f_j$, then from $f_j$ back to $f_i$. This guarantees that self-dissimilarity $D_{r_i, r_j} = 0$. Refer to the Appendix for a step-by-step explanation of the algorithm.

This allows our algorithm to demonstrate the desirable properties: it does not select candidates similar to already chosen ones, is generic and applicable to any memory-based segmentation model, and does not assume that the mask should match the visual object cues, which is violated in the case of partial segmentation, shown in Sec. 2.

4. Dataset and Benchmark

We provide a new benchmark that covers use cases for multipart partial segmentation with visually challenging situations (segments of parts of the scene with little-to-no pixel-level visual cues) called Partial and Unusual MAjk Video Object Segmentation (PUMaVOS). To the best of our knowledge, there are no currently available datasets like this. We contemplate scenarios from the video production industry that still conventional VOS methods struggle to tackle. We focus on partial objects such as half faces, neck, tattoos, and pimples, which are frequently retouched in film production as shown in Fig 5. Our dataset consists of 24 clips 29 seconds long on average, 21K densely annotated frames. To generate the annotations, we adopted a similar approach to MOSE [8] that used a framework with XMem [4] to create masks for each frame, but instead we used our method, XMem++. In MOSE the videos were annotated every 5th frame (20% of the video), while in our case we noticed that complex scenes require 8% to 10% and simple scenes required 4% to 6% of total frames to be annotated.

5. Results

We test our segmentation framework on a wide range of complex scenes (varying poses and deformations of human subjects, faces, rigid objects, t-shirts) and annotation tasks (object, partial, multi-class segmentation) in the presence of
occlusions, lighting variations, and cropped views. In particular, we showcase rotoscoping examples that occur frequently in labor-intensive real production settings, where over 50% of frames would need to be annotated or refined [36]. Qualitative results are presented in Fig. 1, Fig. 6, and Fig. 8. Our videos are recorded at 30 fps and 1920 × 1080 resolution, and the input is resized to 854 × 480 when processed by our model. We also refer to the accompanying video and supplemental material to view the results.

In row a) of Fig. 6, we show a partial segmentation result where only the front part of the guitar body is annotated, not the side or back. Only 6 out of 924 total frames were annotated (0.6% total) in order to successfully produce reliable segmentations through a challenging sequence with frequent occlusions, pose variations, and rapid movement. Rows 6 in Fig. 8 depicts an example where the goal is to composite the reflection of an object (e.g., a chair) into a different scene, which is a common use case in visual effects production. Our chair rotates throughout the video, which changes its projected outline significantly, but a consistent segmentation can be performed by only annotating 6 frames out of 411 total frames (1.5%). This use-case is especially challenging since the scene contains a larger, more prominent object with the exact same appearance and movement. A challenging multi-class segmentation example for a long and diverse sequence is illustrated in row 3 of Fig. 8, where the subject’s face is segmented into 3 different regions, one of which consists of two separate parts. All regions are segmented simultaneously, which prevents them from overlapping with each other which can happen when each region is segmented independently. The additional challenge in this scenario is that the regions are often not separated by prominent visual cues such as boundaries, corners, edges, etc. Highly consistent results can be extracted even in the presence of extreme lighting variations, moving background and head poses, where again only 6 out of 951 (0.6%) total frames have been annotated.

**Evaluation.** We evaluate our framework on a diverse set of complex videos from MOSE [8] dataset, as well as on long videos provided by LVOS [14]. We use the training subset of MOSE (since it does not provide annotation for the test subset), consisting of 1507 videos, and a validation subset of LVOS consisting of 50 videos. We compare the performance of multiple SSVOS models when given 1, 5, and 10 uniformly-sampled annotated frames. For comparison, we picked existing works in SSVOS and IVOS, that support the usage of multiple annotation frames by design as well as support dense annotations, since MOSE and LVOS do not provide scribbles information.

The performance of XMem++ with only one annotation given is equivalent to XMem. We see that on both datasets XMem++ demonstrates noticeably better performance scaling in terms of J and F metrics, for 5 and 10 annotated frames provided at input. Moreover, it can be seen that XMem++ achieves comparable or higher segmentation quality with fewer annotations provided (5) than the competition (10), thus making it on average 2× higher. Furthermore, we evaluate our model and XMem on a subset of PUMaVOS dataset and observe that on some videos the efficiency of XMem++ is up to 5× higher.

### Table 1. Quantitative results on LVOS [14] validation dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>1 frame</th>
<th>5 frames</th>
<th>10 frames</th>
</tr>
</thead>
<tbody>
<tr>
<td>TBD</td>
<td>42.72</td>
<td>53.38</td>
<td>63.64</td>
</tr>
<tr>
<td>TBD</td>
<td>41.15</td>
<td>50.79</td>
<td>68.33</td>
</tr>
<tr>
<td>XMem</td>
<td>44.06</td>
<td>52.33</td>
<td>67.36</td>
</tr>
</tbody>
</table>

Table 1. Quantitative results on LVOS [14] validation dataset. J and F mean Jaccard index and boundary F-score correspondingly, as defined in [30]. TBD, STCN, and XMem++ denote the models tested. *TBD* stand for TBD [7] model trained on DAVIS [30] and YouTube-VOS [41] datasets accordingly. At k = 5 annotation frames XMem++ achieves higher quality (J and F) then all other models at k = 10 frames. |D| denotes the increase in segmentation quality from 1 to 10 annotated frames.

### Table 2. Quantitative results on MOSE [8] training dataset.

<table>
<thead>
<tr>
<th>Method</th>
<th>1 frame</th>
<th>5 frames</th>
<th>10 frames</th>
</tr>
</thead>
<tbody>
<tr>
<td>TBD</td>
<td>43.34</td>
<td>49.70</td>
<td>56.57</td>
</tr>
<tr>
<td>TBD</td>
<td>48.28</td>
<td>54.05</td>
<td>62.71</td>
</tr>
<tr>
<td>STCN</td>
<td>54.51</td>
<td>60.69</td>
<td>68.73</td>
</tr>
<tr>
<td>XMem</td>
<td>67.95</td>
<td>76.41</td>
<td>82.87</td>
</tr>
</tbody>
</table>

Table 2. Quantitative results on MOSE [8] training dataset. J and F mean Jaccard index and boundary F-score correspondingly, as defined in [30]. TBD, STCN, and XMem++ denote the models tested. *TBD* stand for TBD [7] model trained on DAVIS [30] and YouTube-VOS [41] datasets accordingly. Since the training subset of MOSE dataset includes some very short videos, we only considered videos with ≥ 50 frames each for comparison. Results from a total of 722 videos are presented. |D| denotes the increase in segmentation quality from 1 to 10 annotated frames.

The behavior of our annotation candidate selection module is demonstrated in Fig. 7. Often there is more than one possible target in the video, so selecting frames for the right one is important. A video is presented in rows 1 and 2 of Fig. 7, where two people change their head pose, but one at a time. Our algorithm successfully adapts the recommended frames based on which person is being segmented. Rows 3 and 4 depict a more complicated video sequence, where the target object has extreme lighting vari-

---

*One of the videos provided does not have any target objects on frame #0, which an unsupported use-case for some of the models used, so only 49 out of 50 videos were included in the evaluation.
Figure 6. Results of our method XMem++. Here we show some use cases that can be used in the industry such as changing the front of a guitar for color purposes (row a), deformable objects such as tattoos (b) or shirts (c), multi-region with no explicit boundary (d).

Figure 7. Demonstrated behavior of our target-aware frame selection algorithm. Rows 1 and 2 depict the same video sequence, but with different target annotation. Numbers indicate the importance ranking produced by the algorithm.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>XMem</th>
<th>XMem++</th>
<th># Annotations</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vlog 3-part</td>
<td>85.43 89.70</td>
<td>85.45 89.89</td>
<td>45 10</td>
<td>4.5×</td>
</tr>
<tr>
<td>Lips</td>
<td>87.24 94.79</td>
<td>86.93 94.43</td>
<td>45 10</td>
<td>4.5×</td>
</tr>
<tr>
<td>Half face</td>
<td>93.26 98.13</td>
<td>93.31 98.35</td>
<td>50 10</td>
<td>5×</td>
</tr>
</tbody>
</table>

Table 3. Quantitative results on a subset of PUMaVOS dataset. $\mathcal{J}$ and $\mathcal{F}$ mean Jaccard index and boundary F-score correspondingly, as defined in [30]. $E$ is the frame usage efficiency of XMem++ compared to XMem.

in real-life scenarios where an end user is likely to work with multiple videos at the same time, thousands of frames long, and rewatching them for multiple rounds to select the frames manually is often infeasible.

Comparison. We compare our results with 3 SOTA methods in Table 2, and with 2 in Table 1, and Fig. 8. We demonstrate that our model produces smooth and temporally continuous segmentation in rows 3-6 of Fig. 8, where both other methods produce incorrect masks missing a part of the target object. In rows 1-3 of Fig. 8 our method successfully segments challenging multi-part regions of the face, that are mostly not visually aligned with the low-level image cues, and the masks produced by TBD and XMem are “bleeding” into the neighbouring regions, as well as have sharp,
Figure 8. Comparison of our method with TBD[7] and XMem[4] with only 6 frames provided (0.6% of total 952 frames).

“torn”-looking edges. In Tables 2 and 1 we demonstrate that our method results in higher segmentation quality given the same frame annotations, and is at least $2 \times$ as efficient in the number of annotations necessary on generic videos. We additionally show in Table 3 that in more challenging practical sequences XMem++ can be up to $5 \times$ more efficient.

Limitations. The segmentation quality of our method sometimes suffers on blurry frames with quickly moving objects, and the similarity measure for the annotation candidate selection is not well-defined on such data either. With multiple similar/identical objects in the frame, the method can sometimes switch to the wrong target if they occlude each other. Use cases of extreme deformation (clothing) and high-detail objects (hair) remain an active challenge. Visual illustrations are provided in the Appendix.

Performance. In the original XMem, given $n$ frames, the processing time is bound by $O\left(\frac{n^2k}{z} + \frac{n}{q}\right)$, where $k$ is the maximum size the working memory (typically $k = 100$), $q$ is the memory insertion frequency (typically $q = 5$), and $z$ is a compression rate for long-term memory ($z > 600$) [4].

Given $m$ annotated frames, XMem++ loads them into the permanent memory (static + $m$ factor), with the working memory size $= k + m$, thus processing time is $O\left(\frac{n^2(k+m)}{z} + \frac{n}{q} + m\right)$. In practice $m$ is likely to be small, $m \leq 20$, thus $m \leq 0.2k$, having a slowdown of $<1.2 \times$ on memory readout, and an even smaller effect on the overall segmentation process. On RTX-3090 GPU with a 500-frame video and 5 annotations provided, at $854 \times 480$ resolution, XMem++ yields 32 FPS (35 FPS excluding loading the frames into permanent memory), and XMem yields 39 FPS. Total memory usage only increases by a static factor of $+m$, as we store $m$ additional annotations.

6. Discussion

We introduced a highly robust semi-supervised and interactive video segmentation framework, XMem++, with automatic next best frame prediction for user annotation. We have shown that by introducing a permanent memory module to XMem [4], efficient usage of multiple annotated frames is possible, for segmenting a particular object or region, even with drastic changes in the appearance of the object. Our approach achieves better segmentation results than current SOTA VOS methods with significantly fewer frame annotations (in our experiments, up to $5 \times$ fewer annotations in highly challenging cases). Our approach further demonstrates the ability to reliably segment partial regions of an object (e.g., the left half of a face) with only a few frame annotations, which is a notoriously difficult task for any existing segmentation methods. As highlighted in our accompanying video, even for highly challenging and long scenes, our masks are temporally smooth without the need for additional post-processing. Hence, our method is suitable for production use cases, such as rotoscoping, where accurate region segmentation and minimal user input is needed.

Our proposed solution is also suitable for non-expert users, as it suggests the next best frame for the user to annotate using an effective yet simple attention-based algorithm. Our experiments indicate that the predicted frames are often very similar to those chosen by expert users, which is always superior to randomly chosen ones. We also show that our framework can be conveniently used to collect and annotate a new dataset, PUMaVOS, covering challenging practical segmentation use-cases, such as partial segmentations, multi-object-part segmentation, complex lighting conditions, which cannot be found in existing datasets.

Future Work. While our framework significantly improves the current SOTA within the context of IVOS, we believe that further reduction in frame annotations and complex shape segmentations is possible. In particular, we plan to investigate methods that incorporate dense scene correspondences and on-the-fly generative data augmentation of the segmented regions, which can even be used to improve the robustness of the frame prediction further.
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