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Abstract

The embedding spaces of image models have been shown to encode a range of social biases such as racism and sexism. Here, we investigate specific factors that contribute to the emergence of these biases in Vision Transformers (ViT). Therefore, we measure the impact of training data, model architecture, and training objectives on social biases in the learned representations of ViTs. Our findings indicate that counterfactual augmentation training using diffusion-based image editing can mitigate biases, but does not eliminate them. Moreover, we find that larger models are less biased than smaller models, and that models trained using discriminative objectives are less biased than those trained using generative objectives. In addition, we observe inconsistencies in the learned social biases. To our surprise, ViTs can exhibit opposite biases when trained on the same data set using different self-supervised objectives. Our findings give insights into the factors that contribute to the emergence of social biases and suggests that we could achieve substantial fairness improvements based on model design choices.

1. Introduction

In recent studies, state-of-the-art self-supervised image models such as SimCLR [9] and iGPT [8] have been shown to encode a range of social biases, such as racism and sexism [34]. This can lead to representational harm [4] and ethical concerns in different socio-technical application scenarios [41]. The distributional nature of these models is suspected to be an important factor contributing to the emergence of social biases, as it has been demonstrated that these models tend to encode common co-occurrences of objects associated with social biases (e.g. women are more often set in “home or hotel” scenes, whereas men are more often depicted in “industrial and construction” scenes [36]). Moreover, it has been demonstrated that self-supervised training objectives can impact the distribution of social biases in models that share the same ResNet50 [14] architecture [33].

* Corresponding author. The associated code is available at github.com/jannik-brinkmann/social-biases-in-vision-transformers.

Contributions Here, we seek to better understand the factors that contribute to the emergence of social biases in image models. Therefore, we investigate social biases in embedding spaces, which, despite not being observable for end-users, could propagate into downstream tasks during fine-tuning. This can help to make informed choices about the model to select for a downstream task, and to develop effective strategies to mitigate social biases. In detail, the contributions of our work are:

- Training ViTs with counterfactual data augmentation using diffusion-based image editing can reduce social biases, but is not sufficient to eliminate them.
- ViTs trained using discriminative objectives are less biased than those trained using generative objectives.
- Scaling ViTs can help to mitigate social biases.
- ViTs can exhibit opposite biases despite being trained on the same data set, which indicates that biases are not just a result of simple object co-occurrences.
Figure 2: **Selected counterfactual images on ImageNet.** In each case, we show the original image (left), and the generated counterfactual image (right).

2. Related Work

**Self-Supervised Learning of ViTs** Self-supervised approaches have emerged as the standard for training large machine learning models since they don’t require labeled data and learn representations that generalize well across different downstream tasks [6]. Transformer models [35], which were designed as sequence-to-sequence models for natural language translation, have been adapted to computer vision [12]. Self-supervised learning techniques applied to ViTs can be classified into discriminative (or joint-embedding) methods and generative (or reconstruction-based) methods [32]. Discriminative methods encourage similarity among representations from diverse augmentations of a given input image, while generative methods utilize a reconstruction loss that does not rely on augmentations. Instead it uses a decoder to reconstruct the original image given a masked image. Both methods have demonstrated strong empirical results on downstream tasks [7, 8, 10, 13].

**Social Biases in Image Embeddings** The embeddings of self-supervised image models have been shown to encode a range of human-like social biases [34]. However, the analysis was confined to SimCLR [9] and iGPT [8] as embedding models. Therefore, Sirotkin *et al.* [33] built on this work to examine the distribution of social biases in image models that were trained using a range of self-supervised objectives, such as geometric, cluster-based, and contrastive methods. The authors discovered that models trained with contrastive methods exhibit the largest number of social biases, and that the distribution of biases differs depending on the studied embedding layer. However, their analysis focused only on training objectives and the number of social biases without considering the direction of the bias, constraining the interpretability of their findings. In addition, their investigation was conducted on models using a ResNet50 [14] architecture, excluding ViTs which are considered the standard for transfer learning [17].

**Bias Mitigation Methods** The approaches to mitigate biases can be distinguished into methods that manipulate the training data and methods that adjust the training procedure [23]. To mitigate biases during training, existing work suggests, amongst others, adversarial learning [37], train-
ing separate models for each attribute [38], or incorporating regularization terms [2, 15]. In contrast, the methods to mitigate biases in the training data aim to generate unbiased data sets that are balanced [16] or do not include information about the bias dimension [24]. One approach to mitigate biases in the training data is Counterfactual Data Augmentation (CDA) [45]. This method entails generating training instances that contradict the observed biases. There are different variations of CDA: 1-sided CDA, which uses just the counterfactuals during an additional pre-training phase, and 2-sided CDA, which uses both counterfactuals and the original training data. While 1-sided CDA has a more substantial impact on biases, it can lead to over-correction [39]. In existing work, CDA has been used to mitigate different types of biases in language models [20], operating on a set of term pairs, such as “man” and “woman”. However, generating counterfactual training instances from images is non-trivial. To address this, conditional generative adversarial networks have been used to generate unbiased training data with balanced protected attributes [26, 31]. Therefore, the authors generate multiple synthetic images for each training image, maintaining the target attribute score but reversing the expression score on the protected attribute. These approaches have demonstrated to be effective at mitigating bias on selected dimensions, but do not eliminate them. In addition, existing methods focus on downstream tasks and no research has been conducted on debiasing pre-trained image models used as backbones for transfer learning.

3. Background

**iEAT** The Image Embedding Association Test (iEAT) quantifies social biases in image embeddings based on semantic similarities [34]. It compares the differential association of image embeddings of selected target concepts (such as “male” and “female”) and attributes (such as “science” and “liberal arts”), and tests the null-hypothesis of equal similarities of the target concepts and attributes. Hence, a rejection suggests that one target concept is more associated with a given attribute than the other (such as “male” is more associated with “science” or “female” is more associated with “liberal arts”). To test the null-hypothesis, it formulates a test statistic that compares target concepts X and Y with attributes A and B, defined as:

\[ s(X, Y, A, B) = \sum_{x \in X} s(x, A, B) - \sum_{y \in Y} s(y, A, B) \]

where \( s(w, A, B) \) is the differential association of a target concept with the attributes, measured using the cosine similarities of their embeddings:

\[ s(w, A, B) = \mu(\cos(w, a)_{a \in A}) - \mu(\cos(w, b)_{b \in B}) \]

where \( \mu \) is the mean. The statistical significance is determined using a permutation test, contrasting the score \( s(X, Y, A, B) \) with the scores \( s(X_i, Y_i, A, B) \), where \( X_i \) and \( Y_i \) are all equal-sized partitions of the set \( X \cup Y \):

\[ p_t = \Pr[s(X_i, Y_i, A, B) > s(X, Y, A, B)] \]

The effect size \( d \) quantifies the bias magnitude, computed as the normalized separation of the association distributions:

\[ d = \frac{\mu(s(x, A, B)_{x \in X}) - \mu(s(y, A, B)_{y \in Y})}{\sigma(s(t, A, B)_{t \in X \cup Y})} \]

where \( \mu \) is the mean and \( \sigma \) is the standard deviation. Here, the distance from zero indicates the bias magnitude, such that an effect size equaling zero implies the absence of bias. Moreover, the effect size indicates the direction of the bias, such that a negative effect size suggests that the differential association of Y with A and B is more pronounced, whereas a positive effect size implies the opposite scenario.

The iEAT framework introduces a collection of 15 association tests designed to measure human-like social biases (see Table 1). These tests offer a valuable baseline to assess the presence and intensity of certain social biases within image embeddings. However, it is important to recognize that these are not an exhaustive list of all possible biases. These biases were selected due to their recurrence in related literature and societal implications. However, there might be other biases not captured in this selection, such as political biases. Nonetheless, these tests remain an instrumental foundation to assess the existence and magnitude of social biases in image embeddings.

**Embedding Layer** The selection of an embedding layer is crucial to extract features that contain high-quality, general-purpose information about the objects in an image. It has been demonstrated that in ViTs trained with supervised methods, the model depth tends to correlate with the quality of the embeddings, with the highest-quality embeddings being in the second-to-last layer [42]. In contrast, ViTs trained with SSL methods have been found to generate the most useful embeddings at a layer in the middle of the model [3, 8]. Therefore, the selection of an embedding layer depends on the training approach and the specific model. Here, for each model, we choose the layer that has been reported to be optimal in linear evaluations.

4. Experiments and Results

Here, we describe and discuss our experiments to investigate factors that contribute to the emergence of social biases in the embedding spaces of ViTs. Therefore, we assess bias mitigation methods along multiple dimensions:

- **Training data:** We investigate counterfactual augmentation training using diffusion-based image editing and find
that it can reduce social biases in ViTs, but is not sufficient to eliminate them (Section 4.1).

- Training objectives: We assess the impact of training objectives, and find that ViTs trained using discriminative objectives are less biased than those trained using generative objectives (Section 4.2).

- Model architecture: We evaluate the impact of different architectural choices and find that social biases decrease as model size and input resolution increase, but observe no systematic effect for patch size (Section 4.3).

4.1. Impact of Training Data

The emergence of social biases in self-supervised image models is often suggested to be a result of object co-occurrences in images (e.g., women are more often set in “home or hotel” scenes, whereas men are more often depicted in “industrial and construction” scenes [36]). However, little research has been conducted on the effect of modifications of the training data on social biases in pre-trained image models. Therefore, we investigate the debiasing effect of counterfactual data on gender bias as an example. Our findings suggest that it can reduce social biases both during pre-training and fine-tuning, although it does not eliminate them and can come at a cost of a slight reduction in downstream performance. Moreover, we observe differences in the responsiveness to the counterfactual data, suggesting that its effectiveness is model-specific.

Models In our experiments, we use BEiT [3], ViT-MoCo [10] and ViT-MAE [13], which use a standard Transformer as the backbone network (12 layers, 12 attention heads, 768 hidden size). The implementation and model weights were made available using HuggingFace’s Transformers [35] and Timm [40].

Counterfactual Data Augmentation To investigate the impact of training data, we examine to what extent counterfactual data augmentation can mitigate social biases in ViTs. In our experiments, we combine the approach to counterfactual data augmentation used in natural language processing with diffusion-based image editing. Therefore, we leverage a large-scale text-to-image diffusion model [28] as a foundation, to capitalize on the benefits of pre-training on a sizable and generic corpus. For each image, we generate a textual description using BLIP [21] and CLIP [25]. Then, we use a set of term pairs (e.g., “man”, “woman”) to substitute target words in the generated caption. For our purposes, we adopt the set of gender term pairs of Zhao et al. [44]. To generate counterfactual images, we use diffusion-based semantic image editing with mask guidance [11]. To this end, we use CLIPSeg [22] to mask the target words (e.g., “man”) in the image and use Stable Diffusion [29] to inpaint the masked image section, conditioned on the modified captions (see Figure 2).

Here, we adopt the ImageNet ILSVRC 2012 dataset (ImageNet-1K) [30] as our benchmark to assess the effectiveness of the generated data, as it is one of the most studied benchmarks for which there is an extensive literature on architecture and training procedures. ImageNet-1K contains 1.28 million images, from which we generate an additional 159,393 counterfactual images.

Counterfactual Training To evaluate the debiasing effect of counterfactual data, we follow Webster et al. [39] and continue the training of the models from a pre-trained checkpoint using the counterfactual images (1-sided CDA). To this end, we adopt the standard contrastive learning objective for ViT-MoCo [10] and masked image modeling training objective for BEiT and ViT-MAE with a masking ratio of 40 % [3] and 75 % [13], respectively. Then, we train each model using Adam [18] with a batch size of 128

<table>
<thead>
<tr>
<th>TEST</th>
<th>TARGET A</th>
<th>TARGET B</th>
<th>ATTRIBUTE X</th>
<th>ATTRIBUTE Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>Young</td>
<td>Old</td>
<td>Pleasant</td>
<td>Unpleasant</td>
</tr>
<tr>
<td>T2</td>
<td>Other</td>
<td>Arab-Muslim</td>
<td>Pleasant</td>
<td>Unpleasant</td>
</tr>
<tr>
<td>T3</td>
<td>European American</td>
<td>Asian American</td>
<td>American</td>
<td>Foreign</td>
</tr>
<tr>
<td>T4</td>
<td>Disabled</td>
<td>Not-Disabled</td>
<td>Pleasant</td>
<td>Unpleasant</td>
</tr>
<tr>
<td>T5</td>
<td>Male</td>
<td>Female</td>
<td>Career</td>
<td>Family</td>
</tr>
<tr>
<td>T6</td>
<td>Male</td>
<td>Female</td>
<td>Science</td>
<td>Liberal Arts</td>
</tr>
<tr>
<td>T7</td>
<td>Flower</td>
<td>Insect</td>
<td>Pleasant</td>
<td>Unpleasant</td>
</tr>
<tr>
<td>T8</td>
<td>European American</td>
<td>Native American</td>
<td>Pleasant</td>
<td>Unpleasant</td>
</tr>
<tr>
<td>T9</td>
<td>European American</td>
<td>African American</td>
<td>Pleasant</td>
<td>Unpleasant</td>
</tr>
<tr>
<td>T10</td>
<td>Christianity</td>
<td>Judaism</td>
<td>Pleasant</td>
<td>Unpleasant</td>
</tr>
<tr>
<td>T11</td>
<td>Gay</td>
<td>Straight</td>
<td>Pleasant</td>
<td>Unpleasant</td>
</tr>
<tr>
<td>T12</td>
<td>Light Skin</td>
<td>Dark Skin</td>
<td>Pleasant</td>
<td>Unpleasant</td>
</tr>
<tr>
<td>T13</td>
<td>White</td>
<td>Black</td>
<td>Tool</td>
<td>Weapon</td>
</tr>
<tr>
<td>T14</td>
<td>White</td>
<td>Black</td>
<td>Tool</td>
<td>Weapon (Modern)</td>
</tr>
<tr>
<td>T15</td>
<td>Thin</td>
<td>Fat</td>
<td>Pleasant</td>
<td>Unpleasant</td>
</tr>
</tbody>
</table>

Table 1: Image Embedding Association Tests
and learning rate 1.5e-4 for a single epoch to avoid overcorrection [39]. The results are depicted in Table 2.

<table>
<thead>
<tr>
<th>Model</th>
<th>Baseline Bias</th>
<th>Cifar10 Bias</th>
<th>CDA Bias</th>
<th>Cifar10 Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>BEiT</td>
<td>0.65</td>
<td>87.5</td>
<td>0.45</td>
<td>84.8</td>
</tr>
<tr>
<td>ViT-MoCo</td>
<td>1.41</td>
<td>95.1</td>
<td>1.39</td>
<td>95.1</td>
</tr>
<tr>
<td>ViT-MAE</td>
<td>0.59</td>
<td>89.6</td>
<td>0.64</td>
<td>89.6</td>
</tr>
</tbody>
</table>

Table 2: iEAT effect size (see Equation 2) and linear evaluation performance on CIFAR10 of different models before (Baseline) and after (CDA) debiasing using a single pre-training epoch on counterfactual data. We find that counterfactual data augmentation can reduce social biases, but its effect is model-specific and can come with a reduction in representation quality.

In addition to the gender bias, we report the linear evaluation performance on CIFAR10 as a measure of representation quality. We observe that it does reduce gender bias on BEiT and ViT-MoCo but comes with a slight reduction in representation quality for BEiT. However, a similar effect has been observed in alternative debiasing methods before and is not specific to our setting [27, 43]. In contrast, we observe the opposite effect on ViT-MAE, where it comes with a small increase in gender bias. This implies that there are differences in the responsiveness to the counterfactual data, suggesting that the effectiveness of this technique might be model-specific. We hypothesize that this is a result of the training objectives, which could influence how the models learn from the counterfactual data. In addition, we conjecture that the counterfactual data could interact differently with pre-trained checkpoints, which could carry certain biases leading to varying debiasing effects.

<table>
<thead>
<tr>
<th>Model</th>
<th>Baseline Bias</th>
<th>Cifar10 Bias</th>
<th>CDA Bias</th>
<th>Cifar10 Bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>ViT-MoCo</td>
<td>1.25</td>
<td>90.4</td>
<td>1.04</td>
<td>90.9</td>
</tr>
<tr>
<td>ViT-MAE</td>
<td><strong>0.50</strong></td>
<td><strong>82.9</strong></td>
<td><strong>0.55</strong></td>
<td><strong>71.2</strong></td>
</tr>
</tbody>
</table>

Table 3: iEAT effect size (see Equation 2) and linear evaluation performance on CIFAR10 of different models pre-trained from scratch on ImageNet-1k (Baseline), and both ImageNet-1k and the counterfactual data (CDA). We again observe a decrease in gender bias on MoCo-v3 and an increase on ViTMAE. This implies that the observed effects are not a result of the pre-trained checkpoint.

To evaluate whether the observed effects on ViT-MoCo and ViT-MAE are a result of their pre-trained checkpoints, we train them from scratch on ImageNet-1k and our counterfactual data (2-sided CDA). The results are illustrated in Table 3. We again observe a decrease in gender bias on ViT-MoCo, and a similar increase in gender bias on ViT-MAE. This implies that observed effects are not a result of the pre-trained checkpoint, and that other factors influence the debiasing effect, such as model architecture differences. These findings highlight the nuanced effect of training data on social biases, demanding tailored approaches for different architectures and training approaches. Thus, we anticipate the need for more principled approaches that eliminate undesirable model behavior, potentially bypassing the use of counterfactual data and instead using post-hoc interventions to eliminate biases directly.

4.2. Impact of Training Objectives

ResNet50 [14] models, when trained using different self-supervised objectives exhibit a different number of social biases [33]. Therefore, we investigate the effect of training objectives on biases in ViTs across a range of different self-supervised methodologies: discriminative and generative models. Our findings indicate that ViTs trained with discriminative learning objective are less biased than those trained using generative objectives. Moreover, we observe that models trained on the same dataset using different objectives can exhibit opposite biases, which highlights the importance of training objectives as an important factor in the emergence of social biases in embedding spaces.

Discriminative and Generative Objectives We investigate the distribution of social biases in ViTs trained on ImageNet-21k using different self-supervised objectives. To this end, we follow Sirotkin et al. [33] and count the number of significant social biases across different values of $p_t$ (see Equation 1) in the range of $[10^{-4}, 10^{-1}]$, where lower values of $p_t$ correspond to higher statistical significance of the social biases. The results of this analysis are illustrated in Figure 3. Our findings indicate that, on average, ViTs trained using discriminative objectives exhibit fewer biases than those trained using generative objectives. This effect remains consistent across all threshold values, which highlights the robustness of our findings. We conjecture that this stems from the inherent characteristics of models trained using generative objectives, which encourage the model to reconstruct images that match the statistical patterns in the training data, capture underlying structure and dependencies within the data. Thus, if the training data is biased towards specific demographics, objects, or scenes, the model could unintentionally learn and perpetuate those biases in its representations. In contrast, discriminative learning objectives encourage representations that maximize view invariance between samples from the same image [32]. This encourages the model to learn and prioritize fundamental visual features that are less influenced by social biases or external factors.
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we also find that all models reinforce a handful of consistent social biases, despite being trained on the same dataset, e.g. ViTMAE exhibits a tendency to perceive Native Americans as less pleasant than European Americans, while ViT-MoCo [10] exhibits the inverse association. However, we also find that all models reinforce a handful of consistent social biases irrespective of the training objective, e.g. all models associate women more with family roles than careers, and perceive Arab-Muslims as less pleasant than other humans. This points to the idea that these social biases are indeed ingrained from the training data. These findings suggest that biases in image models are not just a result of training data, but that the training objective is a significant factor contributing to their emergence, affecting both the magnitude and direction of biases. Hence, we suggest that future work on bias mitigation focuses on the set of social biases that is consistent across models.

4.3. Impact of Model Architecture

Model Size The size of a model often impacts its performance, indicating that larger models tend to generate embeddings that contain higher-quality, more general-purpose information about an image. Therefore, we investigate the influence of model scale on social biases, using iGPT [8] and ViT-MAE [13], as both have been trained using self-supervised methods and are available in three different model sizes. The results indicate that as we scale the model, the direction of social biases within the embedding spaces remains somewhat consistent (see Table 5). This implies that models of similar architecture, trained on the same dataset using the same training objective, tend to inherit analogous social biases.

Figure 4: The mean absolute iEAT effect size decreases as model size increases. The boxplot illustrates the effect size distribution, with the median (solid line), the quartile range (boxes), and the rest of the distribution (whiskers).

However, we observe that the average magnitude of the social biases decreases as the model size increases (see Figure 4), which implies that scaling the model might be a prac-
to a reduction in social biases. To assess the impact of different input resolutions, we consider BEiT pre-trained on ImageNet-21k at a 224x224 input resolution and subsequently fine-tuned on ImageNet-1k at different input resolutions. Our results indicate that social biases diminish as input resolution increases. This finding implies that higher input resolution might contribute to a reduction in social biases. To assess the impact of different patch sizes, we consider ViT-DINO [7], which was trained at different patch sizes. In our analysis, we observe some variability in the magnitude of social biases, but no systematic increase or decrease. However, it’s important to acknowledge that the sample size for this analysis is small, due to the limited number of published models. Therefore, further validation should be conducted to confirm these findings.

### Input Resolution and Patch Size

In addition, input resolution and patch sizes have been discussed as important model parameters [3, 13]. Hence, we investigate the effect of these parameters on social biases (see Table 6). To assess the impact of different input resolutions, we consider BEiT pre-trained on ImageNet-21k at a 224x224 input resolution and subsequently fine-tuned on ImageNet-1k at different input resolutions. Our results indicate that social biases diminish as input resolution increases. This finding implies that higher input resolution might contribute to a reduction in social biases. To assess the impact of different patch sizes, we consider ViT-DINO [7], which was trained at different patch sizes. In our analysis, we observe some variability in the magnitude of social biases, but no systematic increase or decrease. However, it’s important to acknowledge that the sample size for this analysis is small, due to the limited number of published models. Therefore, further validation should be conducted to confirm these findings.

**Per-Layer Analysis**

In our experiments, we use the embeddings from the layer that has been reported to be optimal in linear evaluation. However, we expect that the intensity of the biases might differ between layers, due to the increasing semantic interpretability of internal representations [5, 33]. To explore this, we determine the number of social biases across different layers, using a significance threshold of \( p_t = 0.5 \). The results are illustrated in Figure 5. We observe that for models trained using generative objectives, despite some variation in the magnitude, the number of significant biases is somewhat consistent across all layers. However, for models trained using discriminative objectives we find that the number of significant biases in the earlier layers mirrors those of models trained using generative objectives and then decreases as we progress through

---

### Table 5: iEAT effect sizes (see Equation 2) for a range of association tests (see Table 1) using different embedding models trained on ImageNet-21k using self-supervised methods. The effect sizes indicate the magnitude and direction of the bias, and are written in bold if the effect is significant at \( p_t = 0.05 \). The direction of the social biases in the embedding spaces of a model are consistent across model sizes. However, the average magnitude of the social biases decreases as model size increases.

<table>
<thead>
<tr>
<th>Models</th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
<th>T5</th>
<th>T6</th>
<th>T7</th>
<th>T8</th>
<th>T9</th>
<th>T10</th>
<th>T11</th>
<th>T12</th>
<th>T13</th>
<th>T14</th>
<th>T15</th>
</tr>
</thead>
<tbody>
<tr>
<td>iGPT-S</td>
<td>0.66</td>
<td>0.84</td>
<td>1.02</td>
<td>0.75</td>
<td>0.22</td>
<td>0.16</td>
<td>0.55</td>
<td>1.32</td>
<td>0.54</td>
<td>0.28</td>
<td>0.29</td>
<td>1.31</td>
<td>1.11</td>
<td>0.89</td>
<td>1.69</td>
</tr>
<tr>
<td>iGPT-M</td>
<td>0.38</td>
<td>0.97</td>
<td>0.62</td>
<td>0.46</td>
<td>0.43</td>
<td>0.19</td>
<td>0.07</td>
<td>1.02</td>
<td>0.47</td>
<td>0.60</td>
<td>0.08</td>
<td>1.26</td>
<td>0.59</td>
<td>1.02</td>
<td>1.50</td>
</tr>
<tr>
<td>iGPT-L</td>
<td>-0.40</td>
<td>1.00</td>
<td>0.41</td>
<td>0.79</td>
<td>0.44</td>
<td>0.23</td>
<td>0.27</td>
<td>-0.61</td>
<td>-0.77</td>
<td>0.55</td>
<td>0.07</td>
<td>1.11</td>
<td>0.13</td>
<td>0.49</td>
<td>0.75</td>
</tr>
<tr>
<td>ViT-MAE-B</td>
<td>0.11</td>
<td>0.55</td>
<td>-0.29</td>
<td>-0.35</td>
<td>0.59</td>
<td>0.08</td>
<td>-1.15</td>
<td>-1.15</td>
<td>-0.81</td>
<td>0.34</td>
<td>0.29</td>
<td>0.96</td>
<td>-1.30</td>
<td>-1.31</td>
<td>1.75</td>
</tr>
<tr>
<td>ViT-MAE-L</td>
<td>0.03</td>
<td>0.56</td>
<td>-0.21</td>
<td>-0.51</td>
<td>0.55</td>
<td>0.01</td>
<td>-1.17</td>
<td>-1.43</td>
<td>-0.75</td>
<td>0.35</td>
<td>0.33</td>
<td>1.03</td>
<td>-1.38</td>
<td>-1.41</td>
<td>1.64</td>
</tr>
<tr>
<td>ViT-MAE-H</td>
<td>0.09</td>
<td>0.63</td>
<td>-0.39</td>
<td>-0.10</td>
<td>0.55</td>
<td>-0.09</td>
<td>-1.18</td>
<td>-1.34</td>
<td>-0.23</td>
<td>0.29</td>
<td>0.30</td>
<td>0.95</td>
<td>-1.47</td>
<td>-1.44</td>
<td>0.40</td>
</tr>
</tbody>
</table>

---

### Table 6: iEAT effect sizes (see Equation 2) for a range of association tests (see Table 1) of BEiT pre-trained on ImageNet-21k and then fine-tuned on ImageNet-1k at different input resolutions, and ViT-DINO trained using different patch sizes. The effect sizes indicate the magnitude and direction of the bias, and are written in bold if the effect is significant at \( p_t = 0.05 \). The direction of the social biases is somewhat consistent across different input resolutions and patch sizes, and the average magnitude of the biases decreases as input resolution increases. However, we do not observe a systematic effect for patch size.

<table>
<thead>
<tr>
<th>Models</th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
<th>T5</th>
<th>T6</th>
<th>T7</th>
<th>T8</th>
<th>T9</th>
<th>T10</th>
<th>T11</th>
<th>T12</th>
<th>T13</th>
<th>T14</th>
<th>T15</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input Resolution</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BEiT_{224-L}</td>
<td>1.59</td>
<td>1.41</td>
<td>0.20</td>
<td>-0.07</td>
<td>0.40</td>
<td>-0.21</td>
<td>1.59</td>
<td>-0.19</td>
<td>1.46</td>
<td>0.18</td>
<td>-0.88</td>
<td>1.12</td>
<td>1.06</td>
<td>0.81</td>
<td>1.18</td>
</tr>
<tr>
<td>BEiT_{384-L}</td>
<td>0.45</td>
<td>1.46</td>
<td>0.60</td>
<td>0.15</td>
<td>0.36</td>
<td>-0.17</td>
<td>1.61</td>
<td>-0.46</td>
<td>1.47</td>
<td>0.27</td>
<td>-1.11</td>
<td>0.47</td>
<td>0.61</td>
<td>1.12</td>
<td>1.02</td>
</tr>
<tr>
<td>BEiT_{12-L}</td>
<td>0.01</td>
<td>1.55</td>
<td>0.35</td>
<td>0.30</td>
<td>0.19</td>
<td>-0.22</td>
<td>1.65</td>
<td>-0.41</td>
<td>1.63</td>
<td>0.21</td>
<td>-1.09</td>
<td>0.49</td>
<td>0.46</td>
<td>1.03</td>
<td>0.79</td>
</tr>
<tr>
<td><strong>Patch Size</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DINO-B/8</td>
<td>0.04</td>
<td>1.22</td>
<td>0.32</td>
<td>1.19</td>
<td>0.37</td>
<td>-0.16</td>
<td>0.06</td>
<td>0.97</td>
<td>1.16</td>
<td>0.36</td>
<td>-0.13</td>
<td>0.04</td>
<td>-1.21</td>
<td>0.41</td>
<td>1.49</td>
</tr>
<tr>
<td>DINO-B/16</td>
<td>0.99</td>
<td>1.20</td>
<td>-0.86</td>
<td>0.88</td>
<td>0.38</td>
<td>0.01</td>
<td>-0.12</td>
<td>0.84</td>
<td>0.49</td>
<td>0.22</td>
<td>-0.08</td>
<td>-0.13</td>
<td>-0.88</td>
<td>-0.77</td>
<td>1.24</td>
</tr>
</tbody>
</table>
of the model. This suggests that the biases inherent in the low-level features are consistent across all models, but there is a noticeable divergence as the models develop more semantically meaningful features. We hypothesize that the observed divergence in biases across different layers could be attributed to the specific training objectives of the models, as detailed in Section 4.2.

The existence of biases in earlier layers does seem counterintuitive, as no semantic concepts have formed yet. However, we found a substantial portion of these biases, such as skin tone and weight, are connected to lower-level features, such as pixel brightness. This suggests that these biases could be identified without necessarily associating them with the intended semantic concepts. Therefore, we hypothesize that the root of the biases in the earlier layers could be grounded in the inherent characteristics of the image data, and not necessarily the high-level semantic interpretations we are probing. These findings align with prior observations on ResNets [33].

![Graph](image.png)

Figure 5: The number of social biases detected across different embedding layers of ViTs using a significant threshold of $p_t = 0.05$ (see Equation 1). ViTs trained using discriminative and generative objectives share a similar number of biases in earlier layers, but diverge as the models form more semantically meaningful features, such that discriminative models encode less social biases in later layers.

5. Conclusion

The emergence of social biases in models trained using self-supervised objectives is often attributed to biases in the training data. However, we find that models can exhibit opposite biases despite being trained on the same data. This challenges the prevailing belief that social biases arise just from simple co-occurrences of objects in the training images. Moreover, we find that training objectives, model architecture, and model scale each have significant effects on social biases in learned representations. These effects can be the reduced, but not eliminated, using counterfactual data augmentation. Therefore, we recommend that model developers and users take these details into account in designing and selecting the model most relevant to their needs, as each decision has quantifiable trade-offs. Moreover, our analysis exposes a set of social biases that is consistent across different models, wherefore we suggest that future work assesses their bias mitigation approaches on these dimensions.
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