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Abstract

Autonomous driving requires accurate local scene un-
derstanding information. To this end, autonomous agents
deploy object detection and online BEV lane graph extrac-
tion methods as a part of their perception stack. In this
work, we propose an architecture and loss formulation to
improve the accuracy of local lane graph estimates by using
3D object detection outputs. The proposed method learns to
assign the objects to centerlines by considering the center-
lines as cluster centers and the objects as data points to be
assigned a probability distribution over the cluster centers.
This training scheme ensures direct supervision on the re-
lationship between lanes and objects, thus leading to better
performance. The proposed method improves lane graph
estimation substantially over state-of-the-art methods. The
extensive ablations show that our method can achieve sig-
nificant performance improvements by using the outputs of
existing 3D object detection methods. Since our method
uses the detection outputs rather than detection method in-
termediate representations, a single model of our method
can use any detection method at test time. The code will be
made publicly available.

1. Introduction
Accurate road scene understanding is essential for au-

tonomous driving. Two of the most important aspects of
road scene understanding are lane graph representation and
object detection. While the former defines the action envi-
ronment of the autonomous agent, the latter provides in-
formation on the other traffic agents. The resulting rep-
resentations are crucial for downstream tasks such as pre-
dicting the motion of agents [16, 26, 41] and planning
the ego-motion [3, 13, 19]. Although object detection has
to be carried out online, lane graphs are frequently ob-
tained from offline generated HD-Maps [27, 44, 35, 40, 11].
However, traffic scenes are highly dynamic and the of-
fline maps have to be complemented by online components
[29, 33, 32, 48, 49]. Moreover, the geographically limited
coverage of HD-Maps severely limits the widespread appli-

cability of autonomous driving.

Online scene understanding has been studied widely in
literature. Some methods focus on Bird’s-Eye-View occu-
pancy grid representations [43, 8, 47, 38, 50, 10, 39, 53].
These methods combine the onboard sensor information
on a BEV grid with each grid location being a semantic
vector representing the properties of that location. While
BEV semantic segmentation provides crucial information
for downstream tasks such as drivable area, walkways and
pedestrian crossings; they fail to provide adequate informa-
tion on the road network. A complementary line of work is
extraction of lane boundaries [36, 20, 25]. Building on pre-
vious works, HD-Maps aim to provide a more comprehen-
sive understanding of the traffic scene by incorporating lane
boundaries as well as other static elements such as pedes-
trian crossings [29, 33, 32, 49]. However, all these lines of
work lack the structured representation that the downstream
tasks require. Recently, directly estimating the lane graph
from onboard sensors was proposed [6, 7]. The lane graph
provides instances of centerlines with traffic directions and
provides connectivity of these centerlines.

Some scene understanding methods output object detec-
tions as well and it has been shown that the auxiliary task
of object detection helps with lane graph extraction perfor-
mance [6]. In this paper, we focus on a related yet differ-
ent question: Can the object detection results be used to
improve the online lane graph extraction? Given the ob-
ject detection methods use the same onboard sensors as on-
line scene understanding methods and are an indispensable
part of the perception stack, using the outputs of object de-
tection methods creates no overhead. Moreover, using the
outputs rather than intermediate representations means lane
graph extraction can use different object detection methods
in train and test time and does not require re-training as the
object detection method changes. To this end, we devise a
network architecture that takes the onboard image and a set
of 3D bounding boxes as input and outputs the BEV lane
graph. Additionally, we propose a novel clustering based
formulation where the centerlines act as cluster centers and
the object detections are assigned to clusters. The network
learns to output membership probability estimates for each
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Figure 1. Input image and the object detection estimates are processed jointly to produce a lane graph with centerlines acting as cluster
centers. Each object also outputs a membership probability distribution over the estimated centerlines representing that particular object
belonging to estimated centerlines. These membership estimates (blue) are supervised by the targets (green) obtained from true lane graph
and object detections.

object detection over the estimated centerlines, see Fig. 1.
These estimates are supervised by the membership targets
produced by true lane graph and object estimates. When
trained with the proposed formulation, the proposed method
produces substantially improved results over state-of-the-
art. To summarize, our major contributions can be listed as
follows.

1. We propose an architecture that uses 3D object detec-
tions as inputs and produces lane graphs.

2. We propose a novel formulation that connects the ob-
ject detections to centerlines to significantly boost the
performance, using an intuitive prior of road scenes.

3. We conduct extensive ablations to validate the design
choices as well as the robustness of our method in
terms of choice 3D object detection methods.

4. The results obtained by our method are significantly
superior to the compared methods in all metrics on
benchmark datasets with no runtime sacrifice.

2. Related Work

The extraction of lane graphs has been mostly studied
under offline paradigms. In offline settings, methods utilize
a wide variety of sensor inputs such as aerial images, time
aggregated cameras, LiDAR and radar data. Road network
extraction from aerial images have improved over time to
produce impressive results in terms of lane graph accuracy
[2, 42, 4, 45, 46]. Some methods aggregate information
from images and 3D sensors such as LiDAR and radar, over
multiple passes through the same region. This allows for the
sparse 3D information to be condensed and used in more ac-
curate representations [30, 24, 31]. Both aerial images and

time aggregated sensor data necessitate offline processing
which, in turn, requires an online ego-vehicle localization
pipeline to be effectively used in downstream tasks.

A more relevant line of work for this paper focuses on
structured representations of the traffic scene, especially
road network. Lane boundary detection has been tackled for
highways by parameterizing the boundaries through poly-
lines [23]. The polyline control points are estimated by a
recursive method. A similar work uses aerial LiDAR scans
in an RNN to first estimate initial lane boundary points. The
initial points are used in Polygon-RNN [1] to generate the
whole boundary. Both works are restricted to the aerial Li-
DAR reflectance of highways and fail to generalize to more
complicated scenarios with onboard sensors.

Another relevant literature focuses on task of lane esti-
mation. This task has been studied extensively [36, 20].
While earlier works extract the lanes in the image plane
[21, 28], the more recent works aim to project the image
information to BEV and then carry out the processing in
BEV [18, 52, 36]. Recently, a more structured approach
has been proposed [29, 33, 49, 32] to extract lanes as well
as pedestrian crossings from camera and LiDAR informa-
tion. While the representations of these methods provide
some structure in their estimates, they still focus on lane
boundaries and provide no information on the connectivity
of lanes. This representation is not helpful for complicated
scenes such as roundabouts and requires further processing
or a complementary method to extract lane graphs that are
used in downstream tasks.

Bird’s-Eye-View understanding of the traffic scenes has
been investigated in the framework of semantic occupancy
grids. While some methods focus on using only cameras
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[43, 39, 8, 53], some other methods aim to combine infor-
mation from different sensors [37, 22]. While the perfor-
mance of the BEV segmentation methods has been improv-
ing and they provide useful information on the traffic scene,
their outputs are mostly used as complementary information
alongside lane graphs in downstream tasks.

The most related line of work is online lane graph ex-
traction from onboard camera images [6, 7]. These meth-
ods provide a BEV lane graph in a local region surrounding
the ego=vehicle. The output is a directed graph that pro-
vides information on centerlines, their connectivities and
traffic direction. This representation is crucial for compli-
cated scenes such as roundabouts and crossroads, where the
other representations fail to model.

3. Method

3.1. Lane Graph Representation

We follow a similar definition to [6] in defining the lane
graph as a directed graph. Specifically, let us represent the
graph by X(V,E) with V representing the vertices and E
representing the edges of the graph. The edges are repre-
sented by the incidence matrix A with A[x, y] = 1 if the
centerlines x and y are connected and 0 otherwise. The
centerlines, which represent the vertices of the graph, are
modeled by Bezier curves with three control points.

3.2. Overall Method

In this work, we aim to create an architecture that ac-
cepts an onboard camera image I and 3D object detections
B to output the local lane graph in the Bird’s-Eye-View.
Furthermore, we want to explicitly couple the objects with
the centerlines of the local lane graph to provide a better
training framework. The overall method is presented in Fig
1. The method simultaneously outputs the lane graph esti-
mate as well as the probability that a given object belongs
to a particular centerline in the estimated lane graph. The
method is supervised by the true lane graph and the cou-
pling of the object detections with the centerlines in the true
lane graph. This coupling can be considered as a clustering
where each centerline acts as a cluster center and the objects
are assigned to the centerlines. Our method uses a cluster-
ing formulation to optimize the cluster centers (centerlines)
such that the given data points (object detections) produce
the maximum likelihood.

The derivation of the proposed formulation results in
two terms: a centerline posterior probability and a cluster-
ing likelihood term. We convert these terms into suitable
loss functions and iteratively optimize model parameters by
minimizing the total loss. This provides additional super-
vision to the model by explicitly modelling the relationship
between the objects and the centerlines.

3.3. Centerlines as Clusters

Let I represent the input image, B represent the objects
and X represent the lane graph. Here, I and B are given
constants while X is a random variable. Given these defini-
tions, we wish to maximize P (X|B, I). Then,

P (X|B, I) =
P (X, B|I)
P (B|I)

=
P (B|X, I)P (X|I)

P (B|I)
. (1)

As mentioned, we accept image I and the objects B as
given. Therefore,

P (X|B, I) ∝ P (B|X, I)P (X|I) . (2)

Here, we will focus on the term P (B|X, I) which we will
refer to as “maximum likelihood” or “ML” term. This term
measures the probability of the objects given the image and
the lane graph. However, in our problem setup, we do not
know the lane graph which is the variable we wish to esti-
mate. Therefore, let us approach this problem as an iterative
procedure akin to an expectation-maximization strategy.
We define the log likelihood as L(X)

.
= logP (B|X, I),

and represent the lane graph estimate at iteration n by
Xn. Now, at iteration n + 1, the goal is finding an
X such that P (B|X, I) > P (B|Xn, I), or equivalently,
L(X) > L(Xn). In order to reach the desired formulation
we start by introducing a latent variable Z such that,

P (B|X, I) =
∑
z

P (B|X, I,Z)P (Z|X, I) . (3)

Then, the difference between log likelihoods of the nth es-
timate and the current random variable is given by,

L(X)−L(Xn) = log[ΣzP (B|X, I,Z)P (Z|X, I)]−logP (B|Xn, I). (4)

Applying Jensen’s inequality to the log of sum term and
after some rearrangements, we arrive at the term,

L(X)− L(Xn) ≥
∑
z

P (Z|B,Xn, I)log
(

P (B,Z|X, I)

P (B,Z|Xn, I)

)
=log

P (B|X, I)

P (B|Xn, I)

+
∑
z

P (Z|B,Xn, I)log
(

P (Z|B,X, I)

P (Z|B,Xn, I)

)
=log

P (B|X, I)

P (B|Xn, I)
+ ϕ(X|Xn). (5)

Combining Eq. 2 with the above result, we obtain,

L(X)+logP (X|I) ≥ log
P (B|X, I)

P (B|Xn, I)
+ϕ(X|Xn)+L(Xn)+logP (X|I)

=log
P (X|B, I)P (Xn|I)
P (Xn|B, I)P (X|I)

+ϕ(X|Xn)+L(Xn)+logP (X|I)

=logP (X|B, I)−log
P (Xn|B, I)

P (Xn|I)
+ϕ(X|Xn)+L(Xn).

(6)
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We need to maximize the resulting expression over X.
Opening ϕ(X|Xn) and removing the terms independent of
X gives us the total term, TT in the following expression,

TT =

Posterior Term︷ ︸︸ ︷
logP (X|B, I)+

Clustering Term︷ ︸︸ ︷∑
z

P (Z|B,Xn, I)logP (Z|B,X, I) .

(7)

The above clustering term is the negative cross entropy
between P (Z|B,X, I) and P (Z|B,Xn, I). It increases as
P (Z|B,X, I) approaches P (Z|B,Xn, I). These two terms
are the evaluation of the same function P (Z|X, B, I) at dif-
ferent points Xn and X. Moreover, this relation holds for
any probability function P (Z|X, B, I). We aim to formu-
late a method to update X that will increase the measure of
Eq. 7. During the search, we will resort to stochastic gradi-
ent descent over the dataset. Therefore, instead of minimiz-
ing Eq. 7 directly, we will update Xn+1 = Xn + ∂σ/∂X .
Note that the lane graph estimate Xn is actually a func-
tion of input image I and the objects B, where the func-
tion is a neural network. Let us define the function Xn =
Fθn(I,B), where θn represent the network parameters at it-
eration n. Then, an iteration to increase the total term TT
can be written as,

θn+1 = θn + ∂TT/∂θ. (8)

After considering the fact that we have the lane graph
ground-truth labels X , we can convert the above optimiza-
tion problem into a supervised learning problem with a stan-
dard loss function. The first term of Eq. 7 is the log of the
posterior probability. The loss functions that maximize this
term are the ones used in previous works [6, 7].

A close inspection shows that the clustering term is simi-
lar to the expected value of the log likelihood function in the
Expectation-Maximization (EM) paradigm [17]. Specifi-
cally, the set of data points is B, the latent variable is Z
and the parameters to maximize are given by X with the
parameter values in the current iteration being Xn. The
difference is we take expectation of logP (Z|B,X, I) in-
stead of joint probability logP (Z, B|X, I). As mentioned
before, similar to EM, we also focus on the ‘maximum like-
lihood’ term. Inspired by these observations, we propose to
interpret P (Z|B,X, I) as membership probability which
is a frequently used interpretation in EM clustering meth-
ods such as Gaussian Mixture Models (GMM). Similar to
GMM, we will assign each data point B to a cluster where
a cluster is given by a centerline in X . This interpretation
makes both theoretical and practical sense since centerlines
define the action space of traffic agents and each road traf-
fic agent (car, truck, etc.) is expected to occupy only one
centerline at any given time.

At this point, let us assume that we can calculate a target
distribution P (Z|B,X,Xn, I) by using the true lane graph

X . Then, we can improve the clustering term using the
cross-entropy loss with the label being P (Z|B,X,Xn, I)
and the estimate distribution being P (Z|B,X, I). There-
fore, the new term becomes,∑

z

P (Z|B,X,X, I)logP (Z|B,X, I). (9)

This term is a negative cross entropy function H(p, q).
Therefore, this term naturally leads itself to the cross en-
tropy loss between the estimated Z and the target probabil-
ity Z. In the next subsection, we explain how we obtain
a ground truth membership function Z such that it can be
used to guide the estimated membership.

3.4. Relation to Expectation-Maximization
To better understand the clustering term, let us create a

new term by adding P (B|X, I) to the clustering term,∑
z

P (Z|B,Xn, I)logP (Z, B|X, I) =

logP (B|X, I)+
∑
z

P (Z|B,Xn, I)logP (Z|B,X, I). (10)

We recognize the term in Eq 10 as the expected value
of the log likelihood function in expectation-maximization
paradigm. Specifically, the set of data points is B, the
latent variable is Z and the parameters to maximize is
given by X with the parameter values in current itera-
tion is Xn. Then, let us name the log likelihood term∑

z P (Z|B,Xn, I)logP (Z, B|X, I) as EM term. Then,
total term becomes

logP (X|B, I)−logP (B|X, I)+EM. (11)

If we rearrange the terms, we arrive at the following for-
mula:

logP (X|I)−logP (B|I)+EM. (12)

Since P (B|I) is given and does not depend on X, we
can remove it from the formula. We see that through
our formulation, we actually maximize EM term and
logP (X|I). Comparing with 2, we see that we directly
maximize P (X|I) and apply expectation maximization on
P (B|X, I). This is evident from the fact that EM term is
exactly the log likelihood for data points B and parameters
X.

In practice we feed the object information to the network,
thus we actually maximize the target distribution TD:

TD = logP (X|I,B)+EM. (13)

TD has the traditional posterior term as well as the EM
term. As shown in our experiments, EM term provides ad-
ditional supervision through explicit modelling of the rela-
tionship between the objects and the centerlines.
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Figure 2. Obtaining true memberships start with matching esti-
mated and GT centerlines, which act as cluster centers. Based
on the matching, objects are assigned to the estimated centerlines.
Objects that are not matched to any GT centerline are assigned to
the outlier set XA.

3.5. Membership Function

Here we define an appropriate membership function
(Z) that takes the lane graph and objects and outputs a prob-
ability distribution. We define the true membership function
Z∗ as follows: P (Z∗|X, B, I) = P (Z∗|X, B), i.e. indepen-
dent of the image given the lane graph and the objects. Let
us define Cj as the 2D center location of the object Bj and
Dij = D(Xi, Cj) as the L2 distance between the center Cj

and the curve Xi. We define the closest curve for object Bj

as Mj = argminiDij . We also introduce an outlier set XA.
Then, given the short bounding box side length Wj of the
object Bj ,

P (Z
∗
ij|Xi, Bj) =


1, if (i ̸= A)&(Mj = i)&(Dij < Wj)

0, elif i ̸= A,

1, otherwise.
(14)

This forms a valid probability function. Essentially, if there
is a curve Xi where a given object Bj is closest to and the
distance is lower than the short side length of the object Wj ,

the probability function is set to 1 for that entry, i.e. Zij = 1
and Zkj = 0, k ̸= i. If no such curve exists, then ZAj = 1
and Zkj = 0, k ̸= A. This means if the object is not on a
centerline, it is assigned to the outlier set XA.

Since true membership function Z∗ is defined on the true
lane graph X, it cannot be directly used as a label in loss for-
mulation. As shown in Eq. 9, the distribution to be used as
a label is P (Z|B,X,X, I). The cluster membership tar-
get distribution is obtained by using the true membership
function Z∗ on the matching of the true lane graph X and
the estimated graph X. To this end, let us define the bipar-
tite matching between centerlines in estimated lane graph
X and the true lane graph X with Hm with m ∈ |X|, where
H takes the index of an estimated centerline and outputs
the true centerline it is matched to. We define the estimated
equivalent of the tru e outlier set XA as XA, with HA = A,
which means by default, the outlier set of the true lane graph
is matched to the outlier set of the estimated lane graph.
Then,

P (Zij|X,Xi, Bj) =

{
1, if Z∗

Hij
= 1

0, otherwise.
(15)

Eq. 15 states that the target membership function for an es-
timated curve Xi and an object Bj is 1 if object Bj belongs
to the true curve that the estimated curve Xi is matched to.
This process is also visualized in Fig. 2.

3.6. Architecture

The method accepts a front facing onboard camera image
and a set of 3D object detection estimates and outputs the
local BEV lane graph as well as the memberships of the
input object estimates to estimated centerlines. To his end,
we use a DETR-like [9] architecture as shown in Fig. 3.
The image is processed by a backbone and a transformer
encoder. For the positional embeddings on image features,
we use the image normalized locations. The input 3D object
detection boxes are processed by an MLP to produce per
detection feature vectors. The input to the MLP consists
of a concatenation of 3D locations of the center and all 8
corners of the object as well as a scalar variable representing
the confidence score for the semantic class of the detection.
For the ground truth objects, this value is set to 1. All the 3D
locations are normalized to [0,1] in the region-of-interest
except the height dimension which we do not normalize.

The encoded objects and learnt query vectors are pro-
cessed jointly in the transformer decoder. The transformer
processed centerline queries output i) probability of exis-
tence, ii) Bezier control points locations and iii) association
features. These outputs are processed in a similar fashion
to [6, 7] to form the lane graph.

In order to create the target membership distribution ex-
plained in Sec. 3.5, we use Hungarian matching on the con-
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Figure 3. The method accepts an onboard image along with the set of object estimates. The object bounding boxes and semantics are
encoded through an MLP. Encoded objects and the learned centerline queries are processed together in a transformer. The centerline queries
output the lane graph estimate. Estimated and true centerlines are matched to convert true object cluster memberships into membership
labels.

trol points and probability of existence of the estimated cen-
terlines and the true centerlines. The processed encoded
objects output a probability distribution over the center-
line estimates. Let us represent the number of centerline
estimates, which is the same as the number of centerline
queries, with NX and number of objects with NB . Then
Object Cluster Estimates (OCE), as shown in Fig. 3, is of
size NB × (NX +1) with the additional outlier set. We use
softmax on the output of an MLP to ensure

∑
i OCEji =

1,∀j ∈ B, i.e. we obtain a valid probability distribution
over the centerlines for each object. The OCE is supervised
with cross-entropy using target distribution Z as a label. We
assign a weight of 0.1 on the outlier set since most of the
objects are actually not on a centerline. Therefore, the total
loss L = LX + αLC , with LX = L(X,X) representing
lane graph losses presented in [6] and LC is the clustering
loss with trade-off hyperparameter α. If there are no ob-
jects in the sample, then object clustering loss is simply set
to zero for that sample. Since the input query vectors are
concatenations of the encoded objects and the learnt center-
line query vectors, if there is no object detection for a sam-
ple, the input to the transformer decoder is only the learnt
centerline queries.

Given the architecture and the theoretical explanation of
the method, implementation is presented in Alg. 1. The al-
gorithm outlines how to obtain the label membership func-
tion, i.e. the centerline each object is assigned given the im-
age, objects, the model and an outlier set. True membership
is obtained through the implementation of Eq. 14 which
uses the object detection box center and short side length.
The estimated and true centerlines are matched through the
Hungarian algorithm. Note that H represents the function
that takes the estimated centerline index and outputs the true
centerline it is matched to as explained in Eq. 15. H ′ is the
related function where it takes the index of the true center-
line and outputs the estimated centerline it is matched to.

In practice, H and H ′ are simply different indexing of the
Hungarian matching output. The true membership is con-
verted to the form of estimated centerlines through Hungar-
ian matching. The label memberships are used to super-
vise the model. In Step 9 of Alg. 1 we minimize the loss
with gradient descent. Comparing this with Eq. 8, it can be
seen that maximizing the total term, which is composed of
log likelihoods, is the same as minimizing the correspond-
ing losses in Step 9 of Alg. 1. The posterior term in Eq. 7
translates to the negative of the lane graph loss while the
clustering term is the negative of the cross entropy loss LC .

Algorithm 1 θn+1 = OptimizeParams(I,B, Fθn(.), X,A, α)
1. Infer P (Z), X = Fθ(I, B).
2. H(m) = Hungarian(X,X), H ′(n) = Hungarian(X,X).
3. Compute pair-wise distances D(i, j) = ||Xi − Cj ||2, ∀i, j.
4. Find the closest pairs such that Mj = argminiD(i, j).
5. If D(Cj , j) <= Wj , set Z∗

j = Mj , Zj = H ′(j),
– Otherwise, set Z∗

j = A,Zj = A.
6. Computer clustering loss LC = CE(P (Z), Z)
7. Computer lane graph loss LX = L(X,X).
8. Set loss total loss to L = LX + αLC .
9. Update params θn+1 = θn − ∂L/∂θ.
– Note: minimization loss equates to maximizing TT in (8).
10. Return θn+1 .

Object refinement (RE). We also experiment with an op-
tional additional MLP that takes the transformer processed
object vectors and outputs the BEV locations for the object
centers. The module is supervised by the GT object center
locations with an L1 loss. The output object bounding boxes
are obtained by only replacing object center locations of the
input bounding boxes with the estimated center locations
and keeping the orientation, lengths and class identical.

8596



4. Experiments
We use the NuScenes [5] and Argoverse [12] datasets.

The object detection task use the canonical train/val split
while in BEV scene understanding literature a different split
(BEV Split) is commonly used [43, 6, 7, 49]. In order to val-
idate the applicability of the proposed method, we use the
estimations of some top scoring 3D object detection meth-
ods in the used datasets at the time of the paper submission.
Therefore, we report our results in canonical split by train-
ing the competitor methods in the canonical split. We only
use CBGS[54] for Argoverse dataset due to a lack of meth-
ods with an official leaderboard entry. For NuScenes, we
use DeepInteraction[51]) and BevFusion[34], both of which
are among the top scoring methods in official leaderboard.
We also experiment with using the GT objects. In order
to show the effectiveness of the proposed object clustering
loss, we experiment training all methods with and without
this loss, where we put the suffix OC to indicate methods
that use the clustering loss. Moreover, we investigate the 3D
object detection performance of our method by training it
to estimate the 3D center of the given 3D object detections.
We refer to models trained to refine object locations with
RE. We do not apply refinement on the models that take
GT objects as input. For the refinement methods we also
experiment with not training them to extract lane graph, in
which case the model is only trained to refine the locations
of objects. We call the lane graph training with LG. For the
metrics we use the same set of measures as [6] which cover
the centerline accuracy as well as the connectivity.
Implementation. The BEV target area that our method out-
puts the lane graph for is from -25 to 25m in x-direction and
1 to 50m in z direction. The backbone network is Deeplab
v3+ [14] pretrained on Cityscapes dataset [15]. Our imple-
mentation is in Pytorch and runs with 10FPS on a single
Titan RTX2080 GPU. Note that this FPS number only con-
siders the process after object detection until the final lane
graph estimation.
Baselines. We compare the performance of our method
against the state-of-the-art STSU [6] and TPLR [7].

5. Results
We present our results against state-of-the-art methods

in NuScenes and Argoverse datasets and provide ablation
studies on the NuScenes dataset.

5.1. Quantitative Results

The results of our method in NuScenes are given in
Tab. 1. The first observation is that all models of our
method outperform the SOTA. Using the proposed archi-
tecture without object clustering already performs signifi-
cantly better than existing methods. Introducing the object
clustering loss provides a performance boost with both ob-

ject detection methods as well as GT object detections. Fur-
thermore, training the network to refine the center locations
of object detections further improves the results. However,
the refinement results of the method is lower than the object
detection methods’ results with BEVFusion’s mAP being
68.5 and DeepInteraction’s 69.8. Comparing the methods
with and without LG, it can be seen that lane graph super-
vision is helpful in object center refinement performance.
However, our work focuses on improving lane graph accu-
racy through the utilization of object detections rather than
vice versa. The refinement loss helps more when object
clustering is also applied. Comparing GT results with ob-
ject detection methods, it can be seen that GT performs the
best in both LG and LG+OC methods. However, the ad-
dition of RE pushes the performance of the other methods
above the GT trained model. The final observation is that
the results of a particular component setting are very sim-
ilar to each other across the object detection methods and
GT. This indicates that the proposed method can work with
different object detection methods.

The results for Argoverse are given in Tab. 2. On the Ar-
goverse dataset, our method significantly outperforms the
state-of-the-art methods. Furthermore, in both GT objects
and CBGS estimates cases, the proposed object clustering
formulation provides substantial improvements in all met-
rics. These observations confirm the results in NuScenes.

5.2. Ablations

Since our method uses object detections rather than the
intermediate representations of the object detection meth-
ods, the models should be robust against the use of different
object detection methods in training and test time. To vali-
date this, we run experiments on the Nuscenes dataset. As
can be seen in Tab. 3, we test all models using the object
detections of the other methods. The general trend is that
the use of GT objects at test time provides a small improve-
ment in the results regardless of what method was used in
training. The results being stable across changes in the test
time object detection methods validates that the proposed
framework provides a robust lane graph extraction model.

The results for the object membership estimation accu-
racy is given in Tab. 4. All models excel at estimating
membership with the object detections they are trained with.
The models trained with object detection methods perform
worse when given the true objects while the difference in
accuracy for GT trained model is smaller. Generally, all
models demonstrate a high level of accuracy in object mem-
bership estimation.

We further dissect the performance of the methods into
the centerlines with and without objects as given in Fig. 5.
The results show that in all object detection methods, the
proposed object clustering formulation provides a large
boost in performance in centerlines with objects. Moreover,
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Figure 4. Visual results on Argoverse (top 2 rows) and NuScenes (bottom 2 rows). GT lane graphs are presented with detected objects from
CBGS[54] for Argoverse and BEVFusion [34] for NuScenes.

Components NuScenes
Method LG OC RE M-F Detect C-F mAP
STSU ✓ 61.7 64.8 52.8 -
TPLR ✓ 62.6 65.8 53.5 -

DeepInter ✓ 63.2 69.6 55.3 -
DeepInter ✓ - - - 47.8
DeepInter ✓ ✓ 64.2 69.6 56.2 -
DeepInter ✓ ✓ 63.2 69.9 56.2 58.6
DeepInter ✓ ✓ ✓ 64.8 70.6 57.4 58.9
BEVFuse ✓ 63.4 69.2 56.2 -
BEVFuse ✓ - - - 51.6
BEVFuse ✓ ✓ 63.9 69.3 56.5 -
BEVFuse ✓ ✓ 63.7 69.3 55.2 56.5
BEVFuse ✓ ✓ ✓ 64.9 69.5 56.3 56.8

GT ✓ 63.8 70.6 56.7 -
GT ✓ ✓ 64.2 70.6 57.2 -

Table 1. Detailed results on NuScenes dataset. Performance of
models with different components and object detection method
outputs are given.

it can be seen that the performance also increases for cen-
terlines without objects.

5.3. Visual Results

The visual results for STSU [6], TPLR [7], our method
without object clustering (Ours(Base)) and Our method

Argoverse
Method M-F Detect C-F

STSU [6] 64.8 63.0 61.6
TPLR [7] 65.8 69.2 63.0

Ours(CBGS[54]) 67.6 70.8 63.8
Ours-OC(CBGS[54]) 68.9 71.7 64.9

Ours(GT) 67.8 71.0 63.6
Ours-OC(GT) 69.2 71.0 63.6

Table 2. Argoverse results.

Tested with (M-F results)
Trained BevFusion DeepInter GT

BevFusion[34] 64.9 64.8 64.9
DeepInteraction[51] 64.7 64.8 64.8

GT 64.1 64.1 64.2

Table 3. Study of models’ performance when trained and tested
with different object detection methods on Nuscenes (M-F score).

with object clustering (Ours) are given in Fig. 4. The top
two rows show the results for the Argoverse dataset where
the object detections are from CBGS [54]. Our methods
perform significantly better than the competitors. It can also
be seen that the locations of the objects correlate with the
improvements of our method compared to the competitors
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Figure 5. M-F score of the methods on the centerlines with objects assigned to them (Obj Lanes) and centerlines without objects (Empty
Lanes). Proposed formulation provides large boost in Obj Lanes.

Tested with (Object Clustering Accuracy)
Trained BevFusion DeepInter GT

BevFusion[34] 90.3 90.0 83.9
DeepInteraction[51] 90.2 90.4 84.2

GT 89.5 89.4 91.8

Table 4. Study of models’ accuracy in assigning the objects to
centerlines when trained and tested with different object detection
methods on Nuscenes dataset.

showcasing the effectiveness of the proposed framework.
In the bottom two rows of Fig. 4, we present the vi-

sual results for NuScenes. The object detections are from
BEVFusion [34]. In both samples from NuScenes, both of
our methods provide better estimates than the competitors.
Comparing Ours(Base) with Ours, the improvement from
the proposed object clustering is also clearly visible.

6. Conclusion

In this work, we address the task of online lane graph
extraction from an onboard camera image. We propose to
utilize the onboard object detection algorithms to improve
the accuracy in lane graph estimation. To this end, a new
architecture that takes an input image and a set of object de-
tections is proposed. The proposed architecture is trained
with a novel formulation that couples the objects and the
centerlines of the lane graph. In order to achieve this cou-
pling, we derive a clustering term that assigns the objects to
the centerlines. This clustering term is used as a loss to su-
pervise the model. Our extensive experiments in NuScenes
and Argoverse datasets show clear improvement over the
state-of-the-art. Moreover, the ablation studies demonstrate
that our approach can successfully assign objects to the cen-
terlines. Our method is robust against use of different object
detection methods in train and test times, allowing a de-
ployed model of our method to work with different object
detection pipelines without need for retraining.
Limitations and Future Work. The cases with objects not
following the centerline but being close to the centerlines
such as lane changing or road side parking are challenging
for the method. These cases require further research in fu-

ture works. Since we utilize 3D object detections, the pro-
posed method can be used to improve the performance in
3D lane estimation task. This topic will be investigated in
future works.
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