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Abstract

Learning robust local image feature matching is a funda-
mental low-level vision task, which has been widely explored
in the past few years. Recently, detector-free local feature
matchers based on transformers have shown promising re-
sults, which largely outperform pure Convolutional Neural
Network (CNN) based ones. But correlations produced by
transformer-based methods are spatially limited to the cen-
ter of source views’ coarse patches, because of the costly
attention learning. In this work, we rethink this issue and
find that such matching formulation degrades pose estima-
tion, especially for low-resolution images. So we propose a
transformer-based cascade matching model – Cascade fea-
ture Matching TRansformer (CasMTR)§, to efficiently learn
dense feature correlations, which allows us to choose more
reliable matching pairs for the relative pose estimation. In-
stead of re-training a new detector, we use a simple yet effec-
tive Non-Maximum Suppression (NMS) post-process to filter
keypoints through the confidence map, and largely improve
the matching precision. CasMTR achieves state-of-the-art
performance in indoor and outdoor pose estimation as well
as visual localization. Moreover, thorough ablations show
the efficacy of the proposed components and techniques.

1. Introduction
Image matching is an important vision problem that is

widely employed for many downstream tasks like Structure-
from-Motion [39], Simultaneous Localization and Map-
ping [31], and visual localization [28]. However, accurately
matching two or more images remains difficult due to vari-
ous factors, such as differences in viewpoints, illuminations,
seasons, and surroundings. Classical approaches [26, 36]
address it via the pipeline of detection, description, and
matching of features by hand-crafted features. Recently,
learning Convolutional Neural Network (CNN) based de-

†Corresponding author.
§Code is available at https://github.com/ewrfcas/CasMTR

Table 1: Summary of test image size, backbones, memory cost
(GB), and inference speed (s/image) on MegaDepth [22] with
AUC of different pose errors (%). Suffixes ‘-8c’, ‘-4c’, and ‘-
2c’ denote matching at 1/8, 1/4, and 1/2 of image size. Baseline:
QuadTree [47] with the same backbone as ours. Directly imple-
menting QuadTree-4c causes Out-of-memory (OOM) error in a
32GB GPU, so its inference speed is estimated in brackets.

Methods Backbone Size Pose Est. AUC Mem.(G) s/img@5° @10° @20°
Baseline-8c Twins+FPN 704 51.63 68.54 80.98 3.83 0.146
CasMTR-4c Twins+FPN 704 52.59 69.78 82.31 3.99 0.212
CasMTR-2c Twins+FPN 704 54.91 71.27 83.01 6.29 0.311
QuadTree-8c FPN 832 52.87 69.24 81.32 5.72 0.203
Baseline-8c Twins+FPN 832 52.90 69.78 82.05 4.91 0.207

QuadTree-4c FPN 832 – – – OOM (0.602)
CasMTR-4c Twins+FPN 832 53.63 70.34 82.55 4.91 0.304
CasMTR-2c Twins+FPN 832 55.61 71.96 83.52 7.55 0.444
QuadTree-8c FPN 1152 55.09 71.31 83.20 12.62 0.424
Baseline-8c Twins+FPN 1152 55.77 72.01 83.64 13.33 0.423

QuadTree-4c FPN 1152 – – – OOM (1.442)
CasMTR-4c Twins+FPN 1152 56.34 72.11 83.55 12.40 0.649
CasMTR-2c Twins+FPN 1152 56.90 72.94 84.24 14.36 0.887

tectors [9, 33, 38, 49, 55] have been utilized to detect and
describe keypoints, leading to significant improvements in
this pipeline. But such detector-based CNNs suffer from
limited receptive fields and search space, as noticed in [43].

To solve this issue, transformer-based detector-free meth-
ods have emerged as more robust alternatives, demon-
strating impressive matching abilities in texture-less re-
gions [43, 18, 47, 57, 4]. However, the high computa-
tional cost of attention limits transformer-based methods
to ‘semi-dense’ matching, where source matching points are
spaced apart at intervals of coarse feature space, as shown
in Fig.1(a,d). Such semi-dense matching leads to an issue
that keypoint locations are not informative enough: the spa-
tially restricted source points in coarse feature maps lack the
necessary details to express structural information, making
it difficult to accurately estimate pose. This problem is es-
pecially challenging for low-resolution images, as seen in
our pilot study (Tab. 1). More experiments based on extreme
resolutions are discussed in the supplementary. Further-
more, it remains unclear whether transformer-based methods
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Source image Target image

(a) QuadTree matching (b) CasMTR dense matching (based on ½ feature)

(f) Coarse to dense matching with NMS

(c) CasMTR matching (after NMS)

(d) QuadTree matching points (e) CasMTR matching points (after NMS)

How to achieve more
informative matches efficiently?

Figure 1: QuadTree [47] (a,d) vs our CasMTR (b,c,e). Our method achieves more fine-grained matching pairs for both source
and target images (b). It is further improved by our NMS detection, which retains reliable matching results located in structural
keypoints (c,e). We show an intuitive motivation for our spatially informative keypoints in (f). Best viewed in color.
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Figure 2: Illustration of CasMTR pipeline; and our novel-
ties compared against the existing steps from detector-free
matching methods [43, 47, 4] are highlighted in red.

can capture matching points in finer-grained image features
rather than coarse ones (1/8) without a substantial increase
in computational costs.

To address these challenges, we improve the existing
transformer-based matching pipeline [43, 4] by efficiently
capturing spatially informative keypoints in a cascaded man-
ner. Particularly, our key idea is inspired by the coarse-to-
fine Multi-View Stereo (MVS) [13]. We propose enhancing
the transformer-based matching pipeline by adding the new
stages of cascade matching and Non-Maximum Suppression
(NMS) detection as summarized in Fig. 2. Such new stages
increase and refine the matching candidates in source views.
Thus, we can achieve dense matching for both source and
target views as in Fig. 1(f), resulting in more precise matches
focusing on more reliable positions with informative struc-
tures. Moreover, we elaborate on several novel techniques
to support the newly incorporated stages in Fig. 2. Conse-
quently, the proposed method can achieve dense and precise
matches on 1/2 image size located in informative space.

Formally, we propose a transformer-based matching
method called Cascade feature Matching TRansformer
(CasMTR). It makes a significant contribution by enabling
pure transformer-based models to conduct dense matching
by cascaded capturing spatially informative keypoints with-
out relying on the expensive learning of huge 4D correlations
as merely extended from [43]. CasMTR develops several key

components as follows. Firstly, inherited in MVS, coarse-to-
fine cascade matching modules are repurposed with different
efficient attention mechanisms [19, 58, 6, 47, 14, 67] to
overcome the semi-dense matching in coarse features. We
present the local non-overlapping [6] and overlapping [67]
self-attention for outdoor and indoor cases respectively,
due to different illuminations and surroundings. Secondly,
CasMTR enjoys flexible training by a novel Parameter and
Memory-efficient Tuning method (PMT), which is originally
derived for NLP tasks [44]. Essentially, PMT can incre-
mentally finetune CasMTR based on off-the-shelf matching
models with reliable coarse matching initialization and fast
convergence. Thirdly, we for the first time introduce the
training-free NMS detection to complementarily filter pre-
cise matches based on dense matching confidence maps of
CasMTR. Critically, NMS serves as a simple yet effective
post-processing that preserves structurally meaningful key-
points rather than the coarse patch center as in Fig. 1(e).
This improves the pose estimation as in Fig. 1(c) and has
good generalization for various high-resolution matching
tasks [22, 1, 45, 65]. Finally, in the development of our
model, we have learned that the devil is in the details. Con-
sequently, several non-trivial technical improvements have
been implemented to our newly proposed matching pipeline
(highlighted in Fig. 2), such as pre-training transformer back-
bones, improving efficient linear attention, and optimizing
self and cross attention for high-resolution matching.

The proposed CasMTR is comprehensively evaluated in
relative pose estimation [22, 7], homography estimation [1],
and visual localization [45, 65], showing its state-of-the-art
performance. Additionally, our exhaustive ablation studies
show the effectiveness of all newly proposed components.

2. Related Work

Detector-based Matching. Detector-based matching meth-
ods following the process of feature detection, descrip-
tion, and matching have dominated this field for a long
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time. Traditional manners utilize heuristic hand-craft fea-
tures [26, 36] for local feature matching, which enjoy great
success and are still used in many 3D tasks nowadays. Af-
ter the wave of deep learning, many learning-based meth-
ods [15, 62, 8, 11, 25, 27] were proposed based on the
detector-dependent pipeline with better performance. Su-
perPoint [9] proposes to utilize the homographic adapta-
tion for the self-supervised matching training. Then, Su-
perGlue [38] further improves the performance through the
graph neural network. Moreover, DISK [55] leverages rein-
forcement learning to optimize the end-to-end detector-based
pipeline. However, these methods still suffer from limited in-
terest points in indistinctive regions [43]. On the other hand,
D2D [49] proposes to describe first, and then detect based
on deep descriptors [30, 50]. Compared with confidence-
based NMS detection, feature-based D2D is complicated
and slower. Besides, D2D is not compatible with the joint
training model because it ignores the correlation between
source and target views (Tab. 9).

Detector-free Matching. Detector-free methods enjoy an
end-to-end pipeline to achieve the matching directly without
an explicit keypoint detection phase [24, 5, 43]. Learning-
based detector-free methods can be generally categorized
into Convolutional Neural Network (CNN) based meth-
ods [35, 34, 20, 52, 54, 12] and transformer or attention-
based ones [43, 18, 47, 57, 41, 4, 46]. CNN-based methods
produce dense matching results through learning 4D cost
volumes or warped features, which are limited by receptive
fields. Some transformer-based manners [43, 47, 57, 4], led
by LoFTR [43], largely enlarge the receptive fields with inter-
lacing self/cross attention modules, and enjoy better perfor-
mance in texture-less regions. On the other hand, COTR [18]
jointly learns both matching images with self-attention to-
gether rather than modeling self/cross ones respectively in
encoders. Then query points are decoded through cross-
attention for the matching results. We focus on the former
one in this paper. But matching density and accuracy of these
approaches are insufficient to tackle many downstream tasks
precisely, e.g., pose estimation for low-resolution images.
Moreover, it is non-trivial to extend these transformer-based
matching solutions into dense and high-resolution cases be-
cause of the heavy computation of attention.

Coarse-to-fine Learning. The efficient coarse-to-fine man-
ner plays an important role in learning-based stereo match-
ing [51, 59, 63, 13], MVS [13, 64, 56, 29], and optical
flow [32, 42, 60, 66]. CasMVSNet [13] builds coarse cost
volume at early stages with large depth ranges and makes
later stages refine details. On the other hand, PWC-Net [42]
warps pyramid features into cost volumes to further refine
the coarse-to-fine flow estimation. Different from the depth
prediction and the optical flow, learning geometric image
matching with coarse-to-fine manners is more solid to tackle
the error propagation [48]. Because the geometric image

matching is usually based on static landmarks with consistent
displacements. Thus the coarse matching in low-resolution
will not inevitably mislead local details. Patch2pix [68] pro-
posed a coarse-to-fine refinement for pixel-level matching
just for CNNs. COTR [18] needs to recursively crop finer
patches for more precise matching results, which is very
time-consuming. ECO-TR [46] proposes to crop coarse-to-
fine feature patches and train them end-to-end to improve
efficiency. But the feature cropping of ECO-TR still limits
the receptive fields across different patches. Hence learn-
ing a coarse-to-fine transformer-based matching model with
global receptive fields is still challenging.

3. Method
Preliminary and Overview. We briefly review the
transformer-based matching baseline in the example of
LoFTR [43]. LoFTR uses a local feature CNN to extract
coarse (1/8) and fine (1/2) feature maps from image pairs.
Then interlaced self/cross-attention modules are leveraged
to learn coarse-level matching predictions. Additionally,
LoFTR utilizes a refinement module to model sub-pixel
match prediction in fine-level features. However, the source
point of each matched pair is still restricted at the coarse
level (1/8), which limits the performance. Some follow-
ups [47, 4] improve the linear attention [19] of LoFTR while
retaining the whole pipeline unchanged. Inherited from the
LoFTR, we develop a novel coarse-to-fine CasMTR as in
Fig. 3. Given the matching image pair IA, IB , we first extract
their multi-scale features by a feature encoder. Then the self
and cross QuadTree attention [47] based coarse matching
is performed in coarse-level features (Sec. 3.1). According
to the coarse matches, a couple of local attention-based cas-
cade matching modules are proposed to refine the matching
pairs (Sec. 3.2). After that, a sub-pixel refinement lever-
ages the spatial expectation to predict exact matching results
(Sec. 3.3). Finally, the NMS post-process detects local key-
points based on confidence maps, which largely improves
the pose estimation in outdoor scenes (Sec. 3.4).

3.1. Feature Extraction and Coarse Matching

Feature Encoder. We first follow [43] and use FPN to
produce coarse-to-fine features Fs

A,F
s
B for the image pair

IA, IB , where s ∈ { 1
2 ,

1
4 ,

1
8} indicate the image scale. In-

spired by [17], we try to replace { 1
4 ,

1
8} layers with partial

pre-trained Twins [6] layers. To balance the computation,
the feature encoder’s channels are reduced in our CasMTR,
which also benefits the efficiency of subsequent cascade mod-
ules. The pre-trained attention-based encoder strengthens
the matching learning as evaluated in Tab. 1.
Parameter and Memory-efficient Tuning (PMT). Since
we pay more attention to the coarse-to-fine matching, our
coarse matching is simply based on the state-of-the-art
QuadTree attention [47]. Essentially, the proposed model
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Figure 3: Overview of CasMTR. Optionally, our model can work as an incremental refinement. Particularly, we could freeze
feature encoder and coarse attention modules during training with a lightweight trainable ladder FPN to save the computation
and memory footprint. Matching scales and loss functions are denoted in the bracket of each matching module, while feature
scales are shown in superscripts. Softmax matching probabilities P(F̂A, F̂B) got from global (1/8) and local (1/4, 1/2 detailed
in Eq. 1) dot products are utilized to decide the next local matching candidates and NMS (test only).

is learned independently from the coarse matching, i.e., we
can freeze the feature encoder and coarse matching module,
and incrementally finetune the cascade matching with the
coarse matching initialization. To improve the representation
of high-level features, we introduce PMT to incrementally
finetune the matching model as shown in Fig. 3. Specifically,
a lightweight trainable ladder side FPN is utilized to receive
and concatenate features from the frozen feature encoder
as F̃s̃

A, F̃
s̃
B , where s̃ ∈ { 1

2 ,
1
4}. Different from other tuning

techniques [16, 21, 10], PMT is not only parameter-efficient
but also memory-efficient. Because the FPN of PMT could
be well-updated by fine-grained features without any gradi-
ents propagated back from frozen models. In practice, we
leverage the PMT to finetune our cascade modules based on
the off-the-shelf QuadTree matching on the large ScanNet
dataset [7]. Our algorithm can be converged in about two
epochs and achieve appreciable improvements as in Tab. 4.

3.2. Cascade Matching Modules

Following the coarse matching results, we additionally
propose multi-stage cascade modules to further refine more
detailed matching results for both source and target images.
For each stage, we first add sinusoidal position encoding as
other methods [43, 47, 4]. We normalize the position encod-
ing as [4] during the inference, which makes CasMTR robust
to various test sizes. Then, self and cross-attention layers
are interleaved in the cascade module for better local fea-
ture learning. Different from 1D-cascade architectures [13],
extending the cascade mechanism to 2D is non-trivial. The
main concern about cascade matching learning is the com-
putation for high-resolution features. To address this, we
thoroughly compare various efficient self and cross-attention
mechanisms and choose the best combination among them.
Self-Attention. Global self-attention suffers from quadratic
spatial complexity, especially for high-resolution features.

Q K V

𝑒𝑙𝑢 ⋅ + 1 𝑒𝑙𝑢 ⋅ + 1

MatMul

MatMul

(a) Linear Self-Attention (Linear)

Q K V
(b) Locally-grouped Self-

Attention (LSA)

Non-overlap Unfold

𝐶!×𝐶"
MatMul

𝑤!×𝑤!

Softmax

MatMul

XA
(d) Topk Self-Attention (Topk)

XB

Topk Matching

Top1 Matching

KA VA

MatMul

Softmax

MatMul

𝐻𝑊×𝑘

Q K V
(c) Global Sub-sampled 

Attention (GSA)

DownSample

MatMul
𝐻𝑊×𝐻′𝑊′

Softmax

MatMul

𝐻×𝑊 → 𝐻!×𝑊′𝐻×𝑊 →
𝐻𝑊
w" ×𝑤

"

𝐻×𝑊 → 𝐻𝑊×𝑘

QA

X

5x5 DW-Conv

7x7 DW-Dilated-Conv

1x1 Conv

(e) Large Kernel Attention (LKA)

Q K V
(f) Patch-based OverLapping

Attention (POLA)

Non-overlap
Unfold

MatMul
𝑤!×(3𝑤)!

Softmax

MatMul

𝐻×𝑊 →
𝐻𝑊
w" ×𝑤

"

Overlap Unfold

𝐻×𝑊 →
𝐻𝑊
w" ×(3𝑤)

"

Figure 4: Six self-attention modules explored in CasMTR.

Coarse Matching (b) Multi-modal Top-k (MT)(a) Local Window (LW)

Next stage

Query (Q) Key, Value (K, V)

Figure 5: Two cross-attentions explored in cascade modules.

But without the self-attention, the pure cross-attention model
performs not well as in Tab. 2. To balance the computation
and the performance, we explore six efficient self-attention
mechanisms shown in Fig. 4 and verified in Tab. 2, includ-
ing Linear attention [19], Locally-grouped Self-Attention
(LSA) [6], Global Sub-sampled Attention (GSA) [58], sim-
plified top-k attention, Large Kernel Attention (LKA) [14],
and Patch-based OverLapping Attention (POLA) [67]. We
list more details of these manners in the supplementary.
Cross-Attention. The cross-attention plays an important
role in cascade matching. Two types of attention modules,
designed in Fig. 5 are Local Window (LW) and Multi-modal
Top-k (MT) cross-attention respectively. Given the coarse
matching result, each query patch in LW intuitively selects
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Table 2: Pilot study of AUC and FLOPs about different
attention mechanisms based on 1/4 cascade model (Ours-
4c) on MegaDepth. All FLOPs of cascade modules are
based on 1152×1152 test images. LSA+LW is adopted on
MegaDepth, while POLA+LW is adopted on ScanNet.

Cascade (layers) MegaDepth ScanNet FLOPs(G)self cross @5◦ @10◦ @20◦ @5◦ @10◦ @20◦

Linear(2) LW(2) 56.01 72.03 83.43 – – – 129.21
LSA(2) LW(2) 56.34 72.11 83.55 26.24 46.45 63.94 142.32

LSA+GSA(2) LW(2) 55.71 71.60 83.17 – – – 202.56
LSA(2) MT(2) 55.60 71.92 83.27 – – – 143.51
LKA(2) LW(2) 55.75 72.02 83.20 – – – 136.53

– LW(4) 55.16 71.48 83.01 – – – 143.28
Top-k(2) LW(2) 55.47 71.28 83.02 – – – 141.76
LKA(2) MT(2) 56.99 72.56 83.89 25.79 45.87 63.50 137.72

POLA(2) LW(2) 56.31 72.35 83.51 27.08 47.02 64.44 223.42

neighbor patches around the top-1 matching target from an-
other image as key and value patches. In Fig. 5(a), the LW
example is based on window size 6 and 36 neighbors in
all. LW dramatically reduces the sequence length of keys
and values, which makes the cascade matching for high-
resolution features possible. Furthermore, LW is more ca-
pable of learning detailed feature correlations. On the other
hand, to alleviate the intractable error propagation caused by
the coarse stage [61], we propose MT to model multi-modal
distribution for cascade matching. In particular, MT holds
top-k coarse matching patches as candidates. Then they are
upsampled as key and value patches for the cross-attention.
As in Fig. 5(b), the MT example is on top-36: top-9 in the
coarse stage, and each coarse block can be further divided
into 4 patches in the cascade stage. MT can potentially ad-
dress the mismatch from the coarse stage, as long as the
top-k candidates can cover the ground truth. Because of
the scale upsampling, both source and target features are
quadrupled as shown in Fig. 5, which influence the practical
kernel size and top-k in LW and MT respectively. Techni-
cally, we implement both LW and MT by CUDA to improve
efficiency, and their speed is almost the same in practice.
Analysis of Attention Modules. We conduct pilot study to
verify the results and FLOPs of all attention combinations in
Tab. 2. Such a pilot thus guides how we design the model.
Specifically, ‘LSA+LW’ enjoys a good trade-off between per-
formance and efficiency in the outdoor MegaDepth. Further-
more, the extended ‘LSA+GSA’ fails to achieve better results
with more computation. We think that local feature learning
is more important than global one in our cascade modules.
Besides, for the indoor scenes from ScanNet with more chal-
lenging texture-less matching instances, ‘POLA+LW’ out-
performs ‘LSA+LW’ with larger receptive fields. Therefore,
‘LSA+LW’ and ‘POLA+LW’ are used to comprise our cas-
cade modules. Note that ‘LKA+MT’ can produce superior
results in MegaDepth. But we did not choose ‘LKA+MT’
for two reasons. First, the depthwise convolutions used in
LKA are not well optimized in PyTorch, which largely slows

down the training. Second, ‘LKA+MT’ is not stable enough,
as it fails to achieve reliable results in ScanNet.
Matching and Loss. Given F̂s̃

A, F̂
s̃
B , s̃ ∈ { 1

2 ,
1
4} after the

interlaced attention learning of cascade modules, we use the
same key candidates from the cross-attention (i.e., LW or
MT) for the dot product similarity matrix as

S(i, j) =
1

τ
·
〈
F̂s̃

A(i), F̂
s̃
B(j)

〉
∈ RH s̃W s̃×k (1)

where τ = 0.1 is a scale parameter; the key length k is
100 and 128 for LW and MT respectively. Note that Eq. 1
presents a local correlation with k candidates for each fea-
ture point rather than the full correlation in the coarse level.
Softmax is used to normalize Eq. 1 into local matching prob-
ability Ps̃(i, j). We also adopt cycle-consistent matching
to enforce that two features in different images are matched
each other. Following [43], the Focal binary cross-entropy
Loss (FL) [23] is used to optimize the cascade matching as

Ls̃
FL = −EMs̃ [(1−Ps̃)γ log(Ps̃)], (2)

where γ = 2; Ms̃ indicates matching queries which satisfy
the cycle-consistent and have one ground truth target in k
candidates. In cascade stages, the classification loss enjoys
the priority because we have to learn proper confidence [3]
for the detection (Sec. 3.4). We also tried the vanilla cross-
entropy, but it performed slightly worse than FL.
Discussions. Since cascade matching facilitates pose esti-
mation in limited resolution (Tab. 1), our method achieves
prominent improvement on 480×640 ScanNet [7] without
any post-processing (Tab. 4). When input images become
larger, the coarse matching pairs also become dense grad-
ually to alleviate the pose estimation error. Moreover, for
large image scales, we find that our cascade matching can be
strengthened by a simple yet effective NMS post-processing
with negligible cost. Besides, our CasMTR is efficient
enough compared with the trivial extension (QuadTree-4c).

3.3. Local Regressive Refinement

The patch-wise refinement module in LoFTR [43] is also
incorporated in our work for sub-pixel matching. The re-
finement module first unfolds all features into 5× 5 patches.
Different from the one in LoFTR, we use the standard atten-
tion instead of the linear one in both self and cross attention.
Because the refinement module only calculates the attention
map with a sequence length 5 × 5 = 25. Therefore, stan-
dard attention even enjoys less computation compared with
linear attention and performs better. The refinement module
utilizes soft-argmax to regress the residual matching flow.
One may ask whether such local refinement can replace cas-
cade modules for dense matching. We should clarify that the
patch-wise refinement is extremely limited by the matching
range and receptive fields, which discourages the results.
We tried the trivial solution to densely match through the

12133



refinement module in Tab. 8, but it worked worse than the
baseline. Even NMS failed to make its results competitive.

3.4. Confidence based Detection with NMS

Different from detector-based methods [11, 9, 38], latest
attention based methods [43, 47, 4, 57] achieve good results
even without detector. These detector-free methods only
use a confidence threshold to filter unconvinced matching.
Moreover, the sparse matching (1/8) is not ready for further
keypoint detection. Except for the confidence threshold, we
propose to use the simple NMS to detect local keypoints
through the cascade confidence maps as shown in Fig. 1(c).
Specifically, we apply the overlapping max-pooling on the
confidence map. Then if the local maximal confidence lo-
cates in the center of the pooling kernel, we retain this match-
ing pair. So the minimum interval in feature space of two
keypoints is equivalent to half of NMS’s kernel size. The
main difference between the NMS and the threshold refus-
ing is that NMS detects local keypoints through confidence
rather than global filtering. Thanks to the dense matching
from cascade modules, NMS can shift the matching pre-
diction to some structural keypoints with relatively higher
confidence. Thus NMS is complementary to CasMTR. We
find that the simple NMS outperforms other traditional de-
tectors [26], and feature-based detector [11, 49]. Further, we
train CasMTR with trainable detectors, working worse than
NMS as in Tab. 9, which is discussed in Sec. 4.4.

4. Experiments
Datasets. CasMTRs are trained on outdoor MegaDepth [22]
and indoor ScanNet [7] to verify the relative pose estima-
tion. MegaDepth comprises 196 scene reconstructions with
1M Internet images. Ground-truth matching pairs are from
COLMAP [40] computed depth maps, Following [43], for
one epoch, we randomly sample 200 pairs from each scene
for the training, and 1500 pairs from independent two scenes
are selected as the test set. For the ScanNet, there are 1613
monocular sequences with 230M and 1500 pairs for train-
ing and testing respectively. For one epoch, 100 images are
sampled for training on each scene.
Implementation. We extend CasMTR into { 1

4 ,
1
2} resolu-

tions with cascade modules, i.e., CasMTR-4c and CasMTR-
2c. The NMS kernel is fixed in 5 for the pose estimation. For
MegaDepth, CasMTR is trained progressively in 704× 704
and tested in 1152 × 1152. In particular, we first train
CasMTR in the coarse stage with 1

8 matching for 8 epochs.
Then CasMTR-4c and CasMTR-2c are further finetuned
with 16 and 8 epochs respectively. CasMTR-2c converges
faster than CasMTR-4c because more supervised matching
pairs are learned in the high-resolution learning for each
epoch. For ScanNet, both training and testing image size is
480× 640. To tackle the mega data scale, we use PMT to in-
crementally finetune CasMTR-4c based on the off-the-shelf

Table 3: Pose estimation on outdoor MegaDepth with AUC
of different pose errors (%).

Methods
Pose Estimation AUC ↑
@5◦ @10◦ @20◦

SP [9]+SuperGlue [38] 42.2 61.2 76.0
PDCNet+(H) [53] 43.1 61.9 76.1

LoFTR [43] 52.8 69.2 81.2
QuadTree [47] 54.6 70.5 82.2

MatchFormer [57] 53.3 69.7 81.8
DKM [12] 54.5 70.7 82.3

ASpanFormer [4] 55.3 71.5 83.1
CasMTR-4c 58.0 73.6 84.6
CasMTR-2c 59.1 74.3 84.8

QuadTree [47] weights. PMT-CasMTR-4c can converge in
only 2 epochs. CasMTR shares a 0.2 threshold in all stages.

4.1. Relative Pose Estimation

As in [38, 43], we evaluate the relative pose estimation
with AUC of pose errors at thresholds (5◦, 10◦, 20◦), while
the pose error is defined as the maximum angular error of
rotation and translation. The essential matrix is optimized by
OpenCV RANSAC with model-predicted matching pairs.
Outdoor MegaDepth. We show MegaDepth results in
Tab. 3. CasMTR can outperform all competitors especially
in AUC5◦ and AUC10◦, which include both transformer-
based [43, 47, 57, 4] and CNN-based [12] manners. More-
over, our CasMTR-2c with denser feature matching capa-
bility can further improve the performance. Besides, our
NMS detection is effective for outdoor scenes with large
displacements and appearance transformations as verified
in Tab. 9. Qualitative results are compared in Fig. 6. Our
CasMTR achieves denser and more exact matching results.
Indoor ScanNet. ScanNet results are in Tab. 4. CasMTR-4c
achieves the best result among all competitors. Note that
our PMT-enhanced method only needs to be finetuned with
2 epochs, which is flexible and efficient for the practice.
CasMTR-2c did not obtain more improvement compared
with CasMTR-4c in ScanNet. We think that texture-less
regions of indoor scenes with motion blur and inferior an-
notations are too challenging for local attention learning in
the 1/2 resolution. Since the resolution of ScanNet is much
lower than MegaDepth, NMS is not applied to CasMTR to
remain dense enough matching pairs, which results in more
precise pose estimation as qualitatively compared in Fig. 6.

4.2. Homography Estimation

CasMTR is also evaluated in on HPatches dataset [1] for
the homography estimation. HPatches contains 116 planar
scenes with viewpoint or illumination changes, which is
widely used to evaluate the low-level matching performance.
Following [38, 43], we report the AUC of corner error up to
thresholds 3, 5, and 10 pixels in Tab. 5. RANSAC is adopted
to get the robust homography matrix. To ensure fairness, we
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Figure 6: Qualitative outdoor and indoor matching results compared with LoFTR [43], QuadTree [47], CasMTR-4c (ScanNet),
CasMTR-2c (MegaDepth), and our NMS detected results.

Table 4: Pose estimation on indoor ScanNet [7] with AUC
of different pose errors (%).

Methods
Pose Estimation AUC ↑
@5◦ @10◦ @20◦

SP [9]+SuperGlue [38] 16.2 33.8 51.8
PDCNet+(H) [53] 20.2 39.4 57.1

LoFTR [43] 22.0 40.8 57.6
QuadTree [47] 24.9 44.7 61.8

MatchFormer [57] 24.3 43.9 61.4
DKM [12] 24.8 44.4 61.9

ASpanFormer [4] 25.6 46.0 63.3
CasMTR-4c 27.1 47.0 64.4

Table 5: Homography estimation on HPatches [1] with AUC
of different corner errors (%).

Methods
Pose Estimation AUC ↑

matches
@3px @5px @10px

DISK [55]+NN 52.3 64.9 78.9 1.1k
SP [9]+SuperGlue [38] 53.9 68.3 81.7 0.6k

LoFTR [43] 64.6 74.8 84.2 2.6k
QuadTree [47] 66.3 76.2 84.9 2.7k
CasMTR-4c 67.5 77.1 86.3 11.4k
CasMTR-2c 69.6 78.9 87.1 44.7k

CasMTR-4c (NMS=5) 69.7 78.8 87.0 0.4k
CasMTR-2c (NMS=9) 71.4 80.2 87.9 0.5k

resize the short side of each image to 480 as LoFTR. From
Tab. 5, CasMTRs trained on MegaDepth outperform other
methods with denser matching results. But we should clarify
that dense matching is not the key factor to improve the ho-
mography estimation. After the NMS detection, results from
CasMTR are further improved with even fewer matches than
LoFTR or QuadTree. Therefore, experiments on HPatches
sufficiently show the effectiveness of the proposed method.
More details are discussed in the supplementary.

4.3. Visual Localization

We also evaluate CasMTR on the InLoc [45] and Aachen
Day-Night v1.1 [65] benchmarks of visual localization to
further validate the robustness of our model. Following
the pipeline of HLoc [37], we replace the matching stage
with compared methods for getting matching pairs between
query and database images. Since no official codes are
provided from [43], we re-implement the visual localiza-
tion and report results in Tab. 6 and Tab. 7. Our baseline

Table 6: Visual localization on InLoc [45]. * means our
implementation of LoFTR; note that our re-implementations
are better on DUC1 and worse on DUC2 compared with [43].

Methods
DUC1 DUC2

(0.25m,2◦)/(0.5m,5◦)/(1m,10◦)
HLoc [37]+LoFTR [43]* 49.5/73.7/82.8 51.9/69.5/80.9

HLoc [37]+Baseline 47.5/71.7/83.8 48.1/70.2/79.4
HLoc [37]+CasMTR 53.5/76.8/85.4 51.9/70.2/83.2

Table 7: Visual localization on Aachen Day-Night [65].

Methods
Day Night

(0.25m,2◦) / (0.5m,5◦) / (1m,10◦)
HLoc [37]+LoFTR [43] 88.7/95.6/99.0 78.5/90.6/99.0

HLoc [37]+Aspanformer [4] 89.4/95.6/99.0 77.5/91.6/99.5
HLoc [37]+CasMTR 90.4/96.2/99.3 78.5/91.6/99.5

Table 8: Comparison between our CasMTR and the trivial re-
finement extension of baseline (Baseline-Tri) on MegaDepth.

Methods
Pose Estimation AUC ↑
@5◦ @10◦ @20◦

Baseline 55.77 72.01 83.64
Baseline-Tri 47.09 64.76 78.13

Baseline-Tri (NMS=5) 51.19 67.62 80.00
Ours-4c (NMS=5) 57.99 72.42 84.58
Ours-2c (NMS=5) 59.08 74.33 84.80

is based on QuadTree with Twins backbone. Considering
high-resolution inputs and large-scale images, we use the
MegaDepth pre-trained CasMTR-4c enhanced with NMS
kernel size 5 to evaluate both benchmarks. As shown in
Tab. 6 and Tab. 7, CasMTR outperforms other competitors.

4.4. Ablations

Cascade Matching vs Dense Refinement. As mentioned in
Sec. 3.3, the straightforward way to achieve dense matching
with detector-free methods [43, 47] is to make all patch-
wise features in the refinement module produce matching
results as much as possible. Theoretically, a such trivial
extension can get as many matching pairs as CasMTR-2c.
But as verified in Tab. 8, such trivial extension (Baseline-
Tri) fails to get good results. Because receptive fields of the
patch-wise refinement are limited, while the self-attention
only considers features in the same patch. Moreover, the
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Figure 7: Qualitative comparisons among different detection methods. Detected points are shown in the right-up corner..

Table 9: Ablation studies about various detection methods
based on CasMTR-4c trained on MegaDepth. Thr.>0.5
means that increasing the confidence threshold from 0.2 to
0.5. Trainable* and † indicate that finetuning the baseline
with extra trainable detectors. * only optimizes detected
points while † learns detected points with higher weights
(3 times). Grid 4× 4 means that selecting top-1 from non-
overlapping 4× 4 confidence windows, while NMS is max-
pooled on 5× 5 overlapping ones.

Detector
Pose Estimation AUC ↑
@5◦ @10◦ @20◦

– 56.34 72.11 83.55
Thr.> 0.5 53.81 70.46 82.54
Trainable* 56.06 72.05 83.26
Trainable† 57.21 73.05 84.03

SIFT 51.84 68.78 81.39
D2D 53.92 70.50 82.58

Grid 4×4 56.54 72.42 83.98
NMS 5×5 57.99 73.36 84.58

cross-attention is also corrupted by non-overlapping cross
windows. Although the NMS can improve the Baseline-Tri
a little, it still has a large gap compared with CasMTR.

Detection Methods. We evaluate different detection strate-
gies in Tab. 9, while qualitative comparisons are shown in
Fig. 7. Simply increasing the threshold is not effective for
the pose estimation without considering the local relation.
For trainable versions, we finetune CasMTR with another
trainable detector jointly through the straight-through esti-
mation [2] with grid size 4× 4 and tested with NMS kernel
5 as [55]. But the trainable detector even reduces the per-
formance. We think that such a jointly detect-and-describe
pipeline is unsuitable for supervised image matching learn-
ing. Because the detector devotes to searching keypoints
which are easy to be matched, while the descriptor becomes
lazy to ignore hard matching cases. Thus, we train another
version by simply increasing the weights of detected points
instead. This slightly improves the performance, but still
has a gap from NMS. Note that NMS is much more effi-
cient because it is training-free. Moreover, both traditional
SIFT [26] and feature-based D2D [49] post-processing fail
to improve the matching performance. So these detectors are
incompatible with the transformer-based matching, e.g., they
cannot ensure that the detected keypoints enjoy confident
model probabilities. From Tab. 9, the overlapping maxpool
filtering (NMS) outperforms the non-overlapping one (Grid).

Table 10: Ablation studies about NMS kernel size in post-
processing (Post.) on MegaDepth.

Cascade
Post.

Pose Estimation AUC ↑
4c 2c @5◦ @10◦ @20◦

– 55.77 72.01 83.64
✓ – 56.34 72.11 83.55
✓ ✓ – 56.90 72.94 84.24

NMS 3×3 56.23 72.17 83.37
NMS 5×5 55.41 71.10 82.67
NMS 7×7 55.75 71.09 82.26

✓ NMS 3×3 56.95 73.02 84.36
✓ NMS 5×5 57.99 73.36 84.58
✓ NMS 7×7 56.99 72.78 84.11
✓ ✓ NMS 3×3 57.56 73.40 84.60
✓ ✓ NMS 5×5 59.08 74.33 84.80
✓ ✓ NMS 7×7 57.64 73.44 84.38

Kernel Size of NMS. We evaluate the NMS detection with
different kernel sizes in Tab. 10 on MegaDepth 1152×1152
image pairs. NMS can not improve the pose estimation of
the baseline method without cascade dense matching. Be-
cause the semi-dense solution does not contain sufficient
matching pairs to be detected as local keypoints. Besides,
both CasMTR-4c and CasMTR-2c can achieve the best re-
sults with NMS kernel size 5. More experiments in HPatches
(Tab. 5) and visual localization (Tab. 6, Tab. 7) denote that
our NMS detection can work robustly with CasMTR.

5. Conclusion
We rethink the transformer-based image matching

pipeline and find that locating spatially informative source
points is critical. So we propose a transformer-based cascade
matching model called CasMTR, which can produce denser
matches compared with previous transformer-based methods
through its coarse-to-fine cascade modules. Benefiting from
the thorough investigation of efficient attention, CasMTR
enjoys a good balance between performance and efficiency.
Further, CasMTR can be finetuned based on off-the-shelf
matching models through the PMT. The newly repurposed
NMS further detects more precise matching pairs in infor-
mative keypoints, improving the pose estimation. CasMTR
enjoys state-of-the-art results in relative pose estimation,
homography estimation, and visual localization.
Acknowledge. Dr. Fu is also with Shanghai Key Lab of In-
telligent Information Processing, Fudan University, and Fudan
ISTBI—ZJNU Algorithm Centre for Brain-inspired Intelligence,
Zhejiang Normal University, Jinhua, China.
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