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Abstract

Previous work on adversarial examples typically involves
a fixed norm perturbation budget, which fails to capture
the way humans perceive perturbations. Recent work has
shifted towards natural unrestricted adversarial examples
(UAEs) that breaks `p perturbation bounds but nonetheless
remain semantically plausible. Current methods use GAN
or VAE to generate UAEs by perturbing latent codes. How-
ever, this leads to loss of high-level information, resulting in
low-quality and unnatural UAEs. In light of this, we propose
AdvDiffuser, a new method for synthesizing natural UAEs
using diffusion models. It can generate UAEs from scratch
or conditionally based on reference images. To generate nat-
ural UAEs, we perturb predicted images to steer their latent
code towards the adversarial sample space of a particular
classifier. We also propose adversarial inpainting based on
class activation mapping to retain the salient regions of the
image while perturbing less important areas. On CIFAR-10,
CelebA and ImageNet, we demonstrate that it can defeat the
most robust models on the RobustBench leaderboard with
near 100% success rates. Furthermore, The synthesized
UAEs are not only more natural but also stronger compared
to the current state-of-the-art attacks. Specifically, com-
pared with GA-attack, the UAEs generated with AdvDiffuser
exhibit 6⇥ smaller LPIPS perturbations, 2 ⇠ 3⇥ smaller
FID scores and 0.28 higher in SSIM metrics, making them
perceptually stealthier. Finally, adversarial training with
AdvDiffuser further improves the model robustness against
attacks with unseen threat models.1

1. Introduction

Deep neural networks (DNNs) have achieved unprece-
dented success in various visual recognition tasks. Despite

*Equal contribution. Correspondence to Xitong Gao.
1AdvDiffuser is open source and available at https://github.

com/lafeat/advdiffuser.

their remarkable success, DNNs are susceptible to adver-
sarial examples [23], i.e. DNN predictions can be fooled
by adding a tiny and difficult to perceive perturbation to
a natural image. Furthermore, deep models face greater
threats in real-world scenarios from unrestricted adversarial
examples (UAEs) [2]. UAEs can make extensive changes to
images without significantly affecting human perception of
their meanings and faithfulness, and have thus emerged as a
prominent direction in the study of adversarial attacks over
the past few years.

Gradient-based unrestricted adversarial attacks perturbs
original images within predefined perturbation bounds.
Geometry-aware attacks [20] uses proxy models to mini-
mize the `p budget required, and it won the 1st place in a
CVPR Competition on unrestricted adversarial attacks [4].
On the other hand, perceptual attacks [19, 51] optimize per-
turbations using bounds on perceptual distances, such as
LPIPS [49] and structural similarity [42]. Others consider
image recolorization [36, 37]. However, selecting proxy
models and distance metrics require subjective prior knowl-
edge to generate adversarial examples that appear realistic.

Generative models such as generative adversarial net-
works (GANs) have the ability to learn and sample from the
data distribution effectively. This is why [38, 50] use them to
generate adversarial examples. These approaches search for
perturbations in the latent space that can cause the targeted
model to misclassify the images after decoding, in order to
find adversarial examples. Nevertheless, perturbing latent
codes alters the high-level semantics of generated images
in a way that is perceptually salient to humans [17]. Such
perturbations can introduce ambiguity in certain image at-
tributes, and visibly distort the original concept, resulting in
UAEs that are often semantically vague and of poor quality.
These UAEs could thus be perceptually very different from
the original examples.

In order to address these issues, we propose AdvDif-
fuser, a novel generative unrestricted adversarial attack based
on diffusion models [13]. Diffusion models draw inspira-
tion from non-equilibrium thermodynamics, which define a
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Markov process of noise-adding image diffusion steps, and
then learns to reverse the diffusion process to generate data
samples from noisy images. This enables trained diffusion
models to sample the data distribution with high fidelity and
diversity. In Section 3.1, we utilize and modify the backward
denoising process of pre-trained diffusion models, and inject
small adversarial perturbations that can attack the defending
model successfully. Diffusion models are trained with a de-
noising objective, and therefore, they can effectively remove
conspicuous adversarial noise while retaining the ability to
attack, resulting in naturally appearing UAEs. To achieve
more realistic outcomes, we introduce adversarial inpainting,
which leverages masks derived from gradient-based class
activation mapping (GradCAM) [35]. It tunes the denoising
strength of each pixel based on object saliency, ensuring that
regions containing important objects undergo smaller modi-
fications. As AdvDiffuser perturbs images at the pixel level,
it produces perceptual perturbations that are considerably
smaller when compared to those generated by GAN-based
methods. The final UAEs produced by our method are there-
fore more natural and imperceptible than those synthesized
by either gradient- or GAN-based approaches. In addition
to its image-conditioned attacks, AdvDiffuser offers another
advantage over other unrestricted adversarial attacks as it
has the ability to craft an infinite number of synthetic yet
natural adversarial examples. This can potentially provide
more comprehensive robustness training and evaluation for
future defense techniques.

We summarize our contribution as follows:

• To the best of our knowledge, our work is the first to
investigate natural adversarial example synthesis with
diffusion models. Along with its image-conditioned
attack ability, and it is also the first that can generate
an infinite number of synthetic yet natural adversarial
examples.

• We propose adversarial inpainting to introduce CAM-
based sample conditioning, resulting in diverse and
high-quality outputs while preserving the semantics of
the reference images.

• AdvDiffuser can successfully deceive the top-ranked
robust models in RobustBench [6] with high success
rates (close to 100%). The generated examples closely
resemble the original distribution. Our perturbations
are both more effective and less perceptible, with better
LPIPS, FID and SSIM distance metrics than the current
state-of-the-art unrestricted adversarial attacks.

2. Preliminaries & Related Work

2.1. Adversarial Examples

A successful adversarial attack [39] occurs when an at-
tacker adds a small but potentially imperceptible pertur-

bation to the original image, in order to mislead the tar-
geted model into giving incorrect outputs. Since the dis-
covery of adversarial examples, such attacks raised ma-
jor security concerns [40, 31] in computer vision and ma-
chine learning communities. On the other hand, these tech-
niques have also been utilized to improve transfer learn-
ing [41], deep learning interpretability [32], safeguarding
privacy [27, 26], federated learning [45], among other ap-
plications. Formally, let us assume a defending classifier
f : I ! RK , which takes an input image x from a test
dataset Dtest ⇢ I , RC⇥H⇥W and evaluates the correct
classification result y = argmax f(x) 2 C for x, then the
attacker searches for the adversarial example x̂ that satisfies:

argmax f(x̂) 6= y and dist(x, x̂)  �. (1)

Here, the condition argmax f(x̂) 6= y indicates a successful
deception of the classifier f by the adversarial example x̂,
and dist(x, x̂)  � places a bound on a distance metric,
dist(x, x̂), which measures the distance between the original
image x and the adversarial x̂.

In traditional `p-bounded attacks, we let dist(x, x̂) =
kx � x̂kp to bound x̂ within a small �-ball of `p-distance
away from the original image x. Many algorithms have
been proposed to find such adversarial examples, such as the
fast gradient-sign method (FGSM) [9], projected gradient
descent (PGD) [23], Carlini-Wagner attack [3], and other
more effective variants [47, 48].

2.2. Unrestricted Adversarial Examples

Since the `p-norm distance is inadequate to capture how
human perceive perturbation accurately, recent years have
seen an upsurge of interest in unrestricted adversarial exam-
ples (UAEs). UAEs are images that satisfy the distribution,
which humans can correctly categorize but wrongly classify
by the classifier.

First line of approaches exploits prescribed image trans-
formations which appear natural to search for UAEs. Xiao et
al. [44] generate adversarial examples with spatial warp-
ing transformations. By switching to the LAB color space,
Ali et al. [37] optimizes in the AB channel for adversarial
examples while keeping the luminance component constant,
varying the range of the perturbation in different regions.

The idea of training generative models to generate adver-
sarial attacks has been proposed by many papers [1, 43, 15].
This approach, however, typically suffers from limited at-
tack success rates, An alternative approach is suggested
in [46, 38, 15, 50], which leverages generative models pre-
trained on natural images to produce adversarial examples by
perturbing the latent representation. This technique may pro-
duce lowered visual quality UAEs, which may not faithfully
match the original data distribution.

The gradient-based unrestricted attacks [19, 20] searches
for UAEs with distance metrics other than the traditional `p-
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norm. This approach results in stronger adversarial perturba-
tion that are still difficult to perceive by humans. Laidlaw et
al. [19] performs projected gradient descent (PGD) [23]
with LPIPS [49], which adopts deep features as a perceptual
metric. Geometry-aware attacks [20] further use validation
models to find the smallest perturbation bound for `p attacks.
However, selecting proxy models and distance metrics re-
quire subjective prior knowledge to generate adversarial
examples that appear realistic.

2.3. Diffusion Models

For the first time, Ho et al. [13] demonstrate that diffusion
models can generate images of higher quality and diversity
than GANs. Their approach defines a Markov chain com-
prising T forward diffusion steps, x1:T , from an original
image x0. Each step t 2 [1 : T ] produces a latent variable
xt which gradually introduce Gaussian noise to an original
image x0 with a predefined monotonically increasing vari-
ance schedule �1:T . More specifically, start with a sample
image from the training data set, x0 2 Dtrain, and we can
sample the latent variable xt using the following forward
process for t 2 [1 : T ]:

q(xt | xt�1) = N
�p

1� �txt�1,�tI
�
. (2)

As T !1, xT resembles an isotropic Gaussian distribution.
Satisfying the Markov property, we can evaluate xt directly
from x0 with the following closed form equation, where
↵t =

Q
t

i=1 ↵i and ↵t = 1� �t:

q(xt|x0) = N
�p

↵tx0, (1� ↵t)I
�
, (3)

Subsequently, diffusion models learn the reverse process for
any step t, which predicts xt�1 by removing Gaussian noise
from a given latent variable xt:

xt�1 ⇠ N
✓

1
p
↵t

⇣
xt �

1� ↵tp
1� ↵t

✏✓(xt, t, y)
⌘
,�

t
I

◆
, (4)

with �
t

= 1�↵t�1

1�↵t
�t. Additionally, ✏✓ denotes the

diffusion model with parameters ✓, and a conditional
model can further accept a target label y as input.
These parameters can be trained to minimize the vari-
ational lower bound Eq(x0:T ) log(q(x1:T | x0)/p✓(x0:T ))
which in turn optimizes the sample negative log-likelihood
�Eq(x0) log p✓(x0).

Building on top of this, Improved DDPM [24] learns the
variance schedule to enhance sample quality and increase
sampling efficiency. Dhariwal et al. [7] enhance it further
with classifier guidance, to generate class-conditioned exam-
ples. This leverages the gradient of softmax cross-entropy
loss of a classifier to guide image synthesis. Inspired by this
idea, Liu et al. [21] extend it to image- and text-based guid-
ance, while Choi et al. [5] use reference images as guidance

to further enable image translation, editing and inpainting
applications. Ho et al. [14] propose to train conditional
diffusion models, eliminating the need to use classifiers.

Diffusion models have numerous applications in various
domains. For example, Dall-E [28] and stable diffusion [30]
produce professional artistic paintings with user-specified
text prompts. DiffPure [25] uses diffusion models to purify
adversarial adversarial examples to make downstream vi-
sion models more robust. Furthermore, there are numerous
techniques that apply diffusion models to natural language
processing, signal processing, and time-series data model-
ing.

3. Method

Figure 1 provides a high-level overview of the AdvDif-
fuser algorithm. The algorithm initiates by computing the
Grad-CAM [35] of the image under attack, utilizing the de-
fending model and the ground-truth label to form a mask
of the salient object. Afterward, it iteratively uses a pre-
trained diffusion model, to denoise the latent image xt�1.
Subsequently, an `2-bounded PGD attack is performed on
the image. Following this, AdvDiffuser then interpolates
between the resulting attack image and a noised original im-
age, using the precomputed mask. By repeating the T -step
denoising process, it thus forms a process to add adversarial
perturbations while removing unnatural components from
the injected noise. As a result, we can generate adversarial
examples that are semantically close to the originals, yet
containing shape-based adversarial perturbations exhibiting
detailed diversity.

3.1. Adversarial Guidance

We introduce adversarial guidance, to generate natural
adversarial examples using diffusion models. This involves
iteratively solving the following optimization problem:

x̂t�1 = argmaxxL(f(x), y),where
dist(x, x̃t�1)  "t, and
x̃t�1 ⇠ p✓(xt�1|x̂t).

(5)

At each step, the process initiates by denoising the previously
perturbed latent variable x̃t�1, and subsequently introducing
adversarial perturbation that fools the defending classifier
f . It thus forms a saddle-point solution which attempts to
minimize the negative log-likelihood � log p✓(x̂t) with the
diffusion model, while simultaneously increasing the adver-
sarial loss L(f(x), y) of the defending classifier f , where
y = argmax f(x) is the predicted label.

To optimize (5), we adopt the projected gradient descent
(PGD) [23] attack to find an approximate solution zI for a
reference image z0, by iterating i 2 [0 : I � 1]:

zi+1 = Pz0,"(zi + sign(rziL(f(zi, y)))), (6)
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Figure 1: An overview of the AdvDiffuser algorithm for generating unrestricted adversarial examples.

and Px̂t,"(z) represents the projection of z into "-ball of
`2-distance. We further use the normalized softmax cross-
entropy (SCE) loss [47] as the maximization objective func-
tion L, instead of the conventional SCE loss, as it is shown
to be more effective at generating successful attacks than
alternative surrogate losses. We let zI = PGD(z0, f, ", I)
denote the above process, where z0, x̂t, " can be assigned
x̃t�1, zI , "t respectively to solve (6).

Finally, let "t = ��t, where � 2 [0, 1] adjusts the
strength of the adversarial guidance. This means that the
adversarial perturbation injected by (6) is always smaller
than the noise scale used by the diffusion model, and de-
creasing w.r.t. the variance schedule to ensure naturalness of
the synthesized samples.

3.2. Adversarial Inpainting

In the previous section, we outline how AdvDiffuser is
capable of synthesizing adversarial examples from scratch
using (5). Here, we continue by introducing adversarial
inpainting. This technique allows for the creation of natural-
looking adversarial examples based on reference images.
The process ensures that the generated image closely resem-
bles the reference image, while also manipulating aspects
such as background textures, shapes, or objects, which the
defending classifier may view as containing irrelevant fea-
tures. The goal is to produce an image that can successfully
deceive the defending classifier while preferably preserving
the salient object in the original image.

The process starts with identifying salient regions in the
reference image x0 of ground-truth label y with gradient-
weighted class activation mapping (Grad-CAM) [35]. Grad-
CAM helps to localize class-specific regions of the corre-
sponding object of y based on the defending classifier f . The
localization is then further normalized into [0, 1] to become

a mask for the salient object:

m = GradCAM(f,x0, y). (7)

Inspired by the inpainting technique [22], in each denois-
ing step t, we evaluate the following

xt�1 = m� xobj
t�1 + (1�m)� x̂t�1,where

xobj
t�1 ⇠ N

�p
↵tx0, (1� ↵t)I

�
,

x̂t�1 = PGD(x̃t�1, f,��t�1, I),

x̃t�1 ⇠ p✓(xt�1|xt),

(8)

and recall that x̃t�1 can be sampled using (4) on xt.

3.3. The AdvDiffuser Algorithm

We provide a complete algorithmic overview of AdvD-
iffuser in Algorithm 1. The algorithm accepts a diffusion
model ✏✓ , an attacked classifier f , an optional reference im-
age x, a ground-truth label y, adversarial guidance scale �,
adversarial iterations I , and a noise schedule �1:T as input. If
a reference image is specified, it evaluates the salient object
mask m. For each diffusion step t, the algorithm iteratively
denoises the latent variable x̂t using a conditional diffuser
for the target y. After that, it injects a small adversarial
perturbation and constructs zI with a PGD attack. It then
preserves the salient object by an interpolation between the
noised image xobj

t�1 and zI using the mask m. Eventually, it
produces the natural adversarial example x̂0 after completing
all the steps.

4. Experimental Results

This section begins by describing the experimental set-
ting, comparison methodology, and the evaluation metrics.
We then provide quantitative and qualitative comparisons
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Algorithm 1 The overall algorithm of AdvDiffuser.
1: function ADVDIFFUSER(diffusion model ✏✓, attacked

classifier f , optional reference image x, ground-truth la-
bel y, adversarial guidance scale �, adversarial iterations
I , noise schedule �1:T )

2: x̂T ⇠ N (0, I);m 0
3: if x exists then

4: m GradCAM(x, f, y)
5: end if

6: for t 2 [T, T � 1, . . . , 1] do

7: z0  1p
↵t

⇣
x̂t � 1�↵tp

1�↵t
✏✓(x̂t, t, y)

⌘

8: for i 2 [0, 1, . . . , I � 1] do

9: if argmax f(zi) 6= y then

10: break

11: end if

12: zi+1  Pz0,��t(zi + sign(rziL(f(zi, y))))
13: end for

14: xobj
t�1 ⇠ N (

p
↵t�1x, (1� ↵t�1)I)

15: x̂t�1  m� xobj
t�1 + (1�m)� zI

16: end for

17: return x̂0

18: end function

against the current SOTAs on the stealthiness of introduced
perturbations and the degree of realism of synthesized exam-
ples. Finally, we provide ablation and sensitivity analyses
for its functioning components and hyperparameters.

4.1. Experimental settings

Dataset and models. For diffusion models that can
generate synthetic examples, we adopt pre-trained condi-
tional DDPM models with classifier-free guidance from Ope-
nAI for ImageNet2 and our reproduction for CIFAR-10 and
CelebA. We adopt the white-box assumption for all UAE
attack algorithms, which allows them to directly evaluate
gradient information using the defending model.

Hyperparameters. We let the number of diffusion steps
T = 100 and T = 400 respectively for CIFAR-10 and
ImageNet datasets. For adversarial guidance scale, we chose
� = 0.1 for CIFAR-10 and � = 0.4 for ImageNet. We also
let the adversarial attack iterations I = 1 and 25 respectively
for the two datasets. For additional experimental settings,
please refer to the Appendix.

4.2. Synthetic Adversarial Examples from Scratch

We begin by comparing AdvDiffuser against AC-
GAN [38] on their respective abilities to generate adversarial
examples from scratch. To conduct this comparison, we use
the same robust gender classifier, as trained adversarially
in [38]. It has a natural accuracy of 97.3% and a robust

2https://github.com/openai/guided-diffusion.

Table 1: Comparsion between CelebA UAEs generated from
scratch with AdvDiffuser and AC-GAN.

Metrics AC-GAN AdvDiffuser

Attack success rate (%) 91.1 99.1

Speed (seconds/image) 23.6 12.8

Fréchet inception distance (FID) 15.6 8.4

accuracy of 76.5% under the `1 = 8/255 PGD-50 attack.
As shown in Table 1, AdvDiffuser outperforms AC-GAN in
terms of success rate, FID [12] score, and speed of sample
generation. Figure 2 shows randomly sampled UAEs with
the respective methods. As evinced by the comparison, it
further shows that AdvDiffuser can generate cohesive face
images, whereas AC-GAN may fail to produce images with
realistic face features. We further provide samples of ad-
versarial examples synthesized from scratch for ImageNet
models, as shown in Figure 3. Please refer to Appendix A
for the detailed configurations of the experiment.

4.3. Unrestricted Adversarial Examples

For image-dependent UAE synthesis, we compare Ad-
vDiffuser with the current SOTA, Geometry-aware (GA)
attacks [20], the 1th place winner of the 2021 CVPR com-
petition [4]. and it comprises and naturally subsumes two
sub-attacks, the GA-PGD which uses the PGD attack [23],
and GA-FSA with feature space attack (FSA) [46]. For
black-box transferability, the GA attack uses validation mod-
els to determine optimal perturbation budgets. In the case of
white-box attacks, such validation models are not necessary,
and we use the same perturbation budget increments.

4.3.1 CIFAR-10

We use a normally trained WideResNet-28-10 model (Stan-
dard) as baseline for CIFAR-10, and incorporated the top
three most robust models in `2 perturbations from the Robust-
Bench leaderboard [6]. These models are two WideResNet-
70-16 models from [29]. In the former model (Rebuffi et al.
A), external data was employed for its training, while the
latter (Rebuffi et al. B) used images generated by DDPMs
trained on existing training data. Additionally, we include a
WideResNet-70-16 model by Gowal et al. [10]. As shown
in Figure 4, our attack method can generate an adversarial
sample similar to the original image but with diverse features.
Table 2 provides the attack success rates on the respective
models. In Appendix D we further compare the attack meth-
ods under DiffPure, a defense mechanism which leverages
diffusion models to purify adversarial perturbations.

4.3.2 ImageNet

For the attacked network on the ImageNet test set, we use
models produced by [34]: a WideResNet-50-2 (Salmon et
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(a) AC-GAN. (b) AdvDiffuser.
Figure 2: Adversarial examples generated from scratch (not cherry-picked) by AC-GAN (a) and AdvDiffuser (b) on CelebA.
The defending model is an adversarially-trained robust gender classifier. Images generated are females faces and the classifier
predict as male. Red-bordered images denote the model fails to generate cohesive faces.

Caretta mower pirate ship

cairn terrier anole

sloth bear Brittany spaniel coffee mug

 hay

Figure 3: Adversarial examples generated from scratch (not
cherry-picked) using AdvDiffuser for Engstrom et al. [8].
We include the predicted labels by the model.

Table 2: Attack success rates (%) on CIFAR-10. For refer-
ence, we provide the best known robust accuracy of these
models with an `2 perturbation bound of 0.5.

Model `2 = 0.5 AdvDiffuser GA-PGD

Standard [6] 0.00 0.27 1.39
Rebuffi et al. A [29] 82.32 9.81 83.01
Gowal et al. [11] 80.53 11.10 80.73
Rebuffi et al. B [29] 80.42 11.77 80.15

al. A) and a ResNet-50 (Salmon et al. B), the current most
robust convolutional neural networks on the RobustBench
leaderboard [6], and a ResNet-50 trained with standard PGD
adversarial training (Engstrom et al.) [8]. As a baseline, we
also use a normally trained WideResNet-28-10 (Standard).
We use an identical subset of the ImageNet test set as GA-
attack [20]. This subset contains 1000 randomly selected

images. GA-attack variants are generally effective against
defenses. However, as depicted in Figure 5, they transform
the overall color of the image to an extent, causing significant
color shifts. On the other hand, the perturbations created by
GA-PGD are easily noticeable in areas with low information
(e.g. the background sky). In contrast, our UAEs are more
realistic. AdvDiffuser not only enjoys higher success rates
than the two GA variants, but they are more difficult to
identify and have higher SSIM, lower LPIPS and FID scores,
as shown in Table 3. Figure 6 depicts the FID, average `1,
LPIPS, and SSIM distance metrics w.r.t. attack success rates
as we vary the strength of each attack. This figure shows
that AdvDiffuser consistently outperforms the competition
since it results in minor changes across all metrics, except
for the `1 distance metric. We expect the `1 distance as its
not the goal of our optimization, and Figure 5 shows that `1
bounded attacks produce noticeable artefacts. In addition, it
is not pertinent to the perceptual metrics that we consider.

Finally, we amplify and show the perturbations added by
the respective attacks in Figure 7. Our findings show that the
perturbations are consistent with “shape-specific” changes
that are in line with the natural image distribution. We also
demonstrate that our UAEs can maintain the original seman-
tic content of the image even under significant perturbations.
This observation validates the idea that incorporating the
backward denoising process and adversarial guidance gen-
erates perturbations that adhere more closely to the clean
image distribution. In contrast, we observe that GA-PGD
creates UAEs with high-frequency noise that has a visible
“texture” bias and thus may appear less natural.

4.4. Robustness against Unseen Threat Models

Rebuffi et al. [29] demonstrate that diffusion models as a
data-augmentation technique can improve adversarial train-
ing. Inspired by their discovery, we explore the potential
for AdvDiffuser to dynamically generate adversarial exam-
ples for the model to perform adversarial training. Yet un-
like existing adversarial training techniques that consider
`p robustness, we do not train our model with explicit as-
sumptions on the threat model. We seek to evaluate the
effectiveness of the different approaches using various threat
models. These include the conventional `1 and `2 attacks,
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(a) Original Images. (b) Unrestricted Adversarial Examples produced by AdvDiffuser.
Figure 4: Comparing the original images (a) from CIFAR-10, with their respective unrestricted adversarial examples (b)
produced with AdvDiffuser. Images with a red / blue border indicate successful / failed attacks.

Table 3: Comparing attacks on ImageNet defending mod-
els. For reference, we provide their respective best known
robustness within `1 = 4/255 from [6].

Attacker Accuracy LPIPS SSIM FID

Standard [6]

`1 = 4/255 0.0 - - -
AdvDiffuser 0.0 0.03 0.99 20.9

GA-PGD 0.0 0.27 0.73 38.8
GA-FSA 0.0 0.30 0.66 63.7

Salman et al. A [34]

`1 = 4/255 38.1 - - -
AdvDiffuser 0.5 0.05 0.97 26.7

GA-PGD 2.5 0.24 0.80 49.5
GA-FSA 5.5 0.34 0.60 69.4

Salman et al. B [34]

`1 = 4/255 34.9 - - -
AdvDiffuser 0.2 0.05 0.97 27.2

GA-PGD 5.6 0.24 0.80 48.9
GA-FSA 4.0 0.34 0.59 67.3

Engstrom et al. [8]

`1 = 4/255 29.2 - - -
AdvDiffuser 0.6 0.05 0.98 25.9

GA-PGD 1.0 0.34 0.59 49.2
GA-FSA 4.6 0.24 0.79 66.9

JPEG corruption [16], ReColorAdv [18], Lagrangian percep-
tual attack (LPA) [19], and spatially-transformed adversarial
attack (StAdv) [44]. We carry out a series of experiments on
CIFAR-10 in Table 4. Note that models trained with tradi-
tional `2 bounds are not robust against attacks with unseen
threat models. In stark contrast, all of our defenses gain
certain degree of robustness against all threat models.

Figure 5: Unrestricted adversarial examples generated by
the different attack methods for ImageNet. The defender is
Salman et al. A [34].

5. Addtional Results

Finally, we provide additional results in the Appendix.
Appendix A provides detailed experimental configurations.
In Appendix B, we examine hyperparameters and compo-
nents introduced in AdvDiffuser through sensitivity and ab-
lation analyses. Appendix D presents our results for Diff-
Pure [25] defenses, which use diffusion models to remove ad-
versarial perturbations from images. Lastly, in Appendix E,
we provide additional UAE examples for ImageNet.

6. Conclusion

Using the diffusion model, we introduce a novel tech-
nique, AdvDiffuser, for synthesizing an unlimited number of
natural adversarial examples. By steering the latent variable
during the denoising process with adversarial guidance, we
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Figure 6: Comparing traditional and perceptual distance metrics and the SSIM metric w.r.t. attack success rates, as we vary the
strengths of each attack. The defending model is Engstrom et al. [8] trained on ImageNet. AdvDiffuser consistently shows
better perceptual distances than the competing algorithms for successful attacks.

Figure 7: Visualization of adversarial perturbations gener-
ated by different attacks. The attacked model is Salman et
al. A [34]. We include the predicted labels by the model.

can enable diffusion models to generate natural yet pow-
erful adversarial examples. Our experimental results show
that existing robust models are unable to defend against
these attacks. Moreover, our UAEs outperform prior works
while being more natural and less undetectable. They exhibit
smaller perceptual distance while enjoying higher success
rates. In contrast to `p adversarial training, Adversarial train-
ing with AdvDiffuser shows that models can acquire robust-
ness against threat models unseen during training. We hope
that our work will inspire and bring more attention to the
topic of attacks involving unrestricted adversarial examples,

Table 4: Accuracies (%) under attacks of `p and unseen threat
models on adversarially trained CIFAR-10 models. The base-
line architecture achieves a 94.7% accuracy on clean test
set with clean training. Here, “UAE”, “SAE” and “Mixed”
are all adversarially trained with AdvDiffuser. “UAE” uses
image-conditioned UAEs, “SAE” generates adversarial ex-
amples from scratch, and finally “Mixed” uses both to train
the robust model. As “Engstrom et al.” [8] is trained with `2
adversarial training, it performs well on `1 and `2 adversar-
ial perturbations but poorly on novel threat models.

Models UAE SAE Mixed Engstrom et al.

Clean 81.8 61.2 67.0 90.2

`1 = 8/255 8.0 22.8 12.3 33.4

`2 = 1 7.8 25.4 13.6 38.6

JPEG 3.0 17.6 8.6 6.4
ReColorAdv 39.0 34.4 35.0 38.0
LPA 35.6 30.2 30.6 0.0
StAdv 1.5 6.8 2.4 0.4

as well as the defenses against them.
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