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Abstract

Semantic segmentation is a crucial task in computer
vision that involves segmenting images into semantically
meaningful regions at the pixel level. However, existing
approaches often rely on expensive human annotations as
supervision for model training, limiting their scalability to
large, unlabeled datasets. To address this challenge, we
present ZeroSeg, a novel method that leverages the exist-
ing pretrained vision-language (VL) model (e.g. CLIP vi-
sion encoder [39]) to train open-vocabulary zero-shot se-
mantic segmentation models. Although acquired exten-
sive knowledge of visual concepts, it is non-trivial to ex-
ploit knowledge from these VL models to the task of se-
mantic segmentation, as they are usually trained at an im-
age level. ZeroSeg overcomes this by distilling the visual
concepts learned by VL models into a set of segment to-
kens, each summarizing a localized region of the target im-
age. We evaluate ZeroSeg on multiple popular segmenta-
tion benchmarks, including PASCAL VOC 2012, PASCAL
Context, and COCO, in a zero-shot manner Our approach
achieves state-of-the-art performance when compared to
other zero-shot segmentation methods under the same train-
ing data, while also performing competitively compared
to strongly supervised methods. Finally, we also demon-
strated the effectiveness of ZeroSeg on open-vocabulary
segmentation, through both human studies and qualitative
visualizations. The code is publicly available at https :
//github.com/facebookresearch/ZeroSeg

1. Introduction

Semantic segmentation involves dividing an image into
distinct regions and assigning each area a corresponding
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Figure 1. ZeroSeg overview. ZeroSeg is a zero-shot open-
vocabulary method for semantic segmentation. The approach be-
gins by dividing the input image into a set of multi-scale views.
Each view is then individually processed by a pretrained CLIP vi-
sual encoder model to extract visual concepts. These visual con-
cepts are then distilled into our ZeroSeg model via the proposed
segment matching loss. After training, our ZeroSeg model can be
directly transferred to downstream semantic segmentation tasks in
a zero-shot manner (i.e., no training or adaption on target datasets).

label, and the open-vocabulary setting targets performing
segmentation with an unrestricted vocabulary. This process
typically necessitates human-generated annotations, such as
per-pixel label supervision [55, 19, 24, 40, 45, 53, 56, 11],
or image-level supervision, e.g. human natural language
[20, 16, 48]. However, it can be time-consuming and ex-
pensive to obtain these annotations, and thus the resulting
model can not be trained on large amounts of data. Re-
cently, new developments in the field of vision and lan-
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guage learning [39, 26, 1, 52, 8, 58] have emerged. Al-
though some of these approaches have demonstrated im-
pressive open-vocabulary image/object classification capa-
bilities, their performance for open-vocabulary semantic
segmentation has been less promising. Nonetheless, they
provide a potential alternative solution to overcome the lim-
itations of traditional supervised methods.

To improve the scalability of semantic segmentation for a
large or open vocabulary, researchers have explored models
that can learn directly from tens of millions of text sam-
ples [20, 48, 16]. However, these vision-language (VL)
models are prohibitively expensive to train and thus it is
best to be able to exploit pretrained VL model weights (e.g.,
CLIP) for downstream segmentation tasks. However, to di-
rectly adapt CLIP for per-pixel semantic segmentation is
not trivial, since CLIP has only been trained using coarse-
grained image-level supervision, even though it has learned
extensive visual concepts.

Initial attempts have been made to also leverage pre-
trained vision-language models for open-vocabulary se-
mantic segmentation, such as those discussed in [50, 33].
However, these previous attempts primarily treated CLIP as
a zero-shot segment-level classifier or as a visual backbone
for the improved initialization. They usually still need to
require expensive per-pixel level labels or extensive image-
text pairs for the training. In contrast, our proposed method
treats CLIP as a teacher model and distills its knowledge
into our newly designed segmentation model, named Ze-
roSeg, to facilitate semantic segmentation. This process en-
ables the direct transfer of various learned visual concepts
into ZeroSeg without the need for any dense pixel-leve su-
pervision or other forms of human annotations, thereby nat-
urally extending CLIP for open-vocabulary semantic seg-
mentation.

One of the main challenges in using a large pretrained
vision-language model for per-pixel level supervision is
how to effectively group and categorize semantically con-
sistent pixels. To tackle this problem, we have incorpo-
rated a segments-grouping approach [48] into our ZeroSeg
model. This approach automates the grouping of pixels into
more significant, arbitrary-shaped segments. With these
segments, it then becomes much easier to distill semantic
information from the CLIP visual encoder to these localized
image regions. As illustrated in Fig. 1, ZeroSeg divides
the input image into multiple scaled regions and extracts
their semantic features via the CLIP visual encoder. Each
of those regional features will be distilled into a set of learn-
able segment tokens both locally and globally. The visual
segments will finally emerge to match the consistency with
the different scales of semantic information from CLIP. Ad-
ditionally, to improve the efficiency of training, our model
also incorporates a masked autoencoder [21].

To assess the efficacy of our proposed model, we trained

ZeroSeg using only the ImageNet 1k dataset [13], with-
out any human label supervision. Our findings reveal that
our model is comparable in performance to those that were
trained with human-label supervision. Specifically, we
achieved a mean intersection over union (mloU) of 40.8
on PASCAL VOC 2012 [18], a mloU of 20.6 on PASCAL
Context [34], and a mIoU of 20.4 on the COCO dataset
[29] in a zero-shot manner. These results are compara-
ble to models such as GroupViT [48] and MaskCLIP [16],
which were pretrained on 26M and 20M image-text pairs,
respectively, indicating the efficiency and effectiveness of
our approach. Additionally, our model has performed well
in a larger-vocabulary (1000 classes) semantic segmentation
task. Our work is the first to enable open-vocabulary seman-
tic segmentation by only distilling knowledge from the pre-
trained CLIP vision encoder without using any pixel-level
or text annotations.

Contributions. We make the following contributions:

* We introduce ZeroSeg, a model that enables efficient
open-vocabulary semantic segmentation without rely-
ing on any pixel-level or text annotations. By dis-
tilling knowledge from a pretrained vision-language
model, ZeroSeg bypasses the need for training on a
large dataset of image-text pairs.

* We introduce segment matching loss and multi-scaled
feature distillation loss, which are crucial for enabling
open-vocabulary semantic segmentation from CLIP
vision encoder distillation only.

* Despite being pretrained on only ImageNet-1k, which
has almost 20 times fewer samples than the other
baseline models trained on text supervision, ZeroSeg
achieves comparable results. As a result, our model
provides a significant increase in training efficiency
without sacrificing performance.

2. Related Works

Supervised semantic segmentation. Fully supervised se-
mantic segmentation methods rely on per-pixel level su-
pervision and have achieved significant success. Many
such methods have been proposed, including [10, 31, 55,
, 24,40, 45, 53, 56, 11]. They have achieved strong
performance for in-domain semantic segmentation. How-
ever, these methods often struggle to generalize to new vi-
sual concepts that were not present in the training dataset.
This limitation can be attributed to the fact that fully super-
vised methods require pixel-level annotations for all object
classes of interest, making them impractical for scenarios
where new object classes are encountered at test time.
Semantic segmentation with less supervision. Obtaining
dense per-pixel labels is often costly and time-consuming,
leading to a trend of research on learning to segment with
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less supervision. Some works leverage image-level la-
bels, such as classification labels [46, 38, 49], captions
[20, 16, 48], or pseudo-masks [28]. Few-shot methods [32,
, 30, 35,42, 51] have also been proposed to perform seg-
mentation with fewer pixel-wise labels. In addition, zero-
shot semantic segmentation approaches [5, 47, 23, 2, 27]
have been developed to segment unseen visual concepts by
aligning with language embeddings, but they still require
per-pixel label supervision on seen categories at the begin-
ning. Our approach differs from previous methods in that
we rely solely on a CLIP vision encoder as the teacher with-
out any per-pixel labels or language signals as supervision,
allowing our strategy to train on any images. This enables
more flexible and efficient semantic segmentation learning.
Open-vocabulary segmentation. Open-vocabulary seg-
mentation aims to segment images beyond a closed-set vo-
cabulary. Early attempts at open-vocabulary segmentation
involved linking pixels to word concepts from WordNet
[54]. However, recent developments in CLIP-based meth-
ods have significantly improved the ability to perform open-
vocabulary segmentation. For example, Xu et al. [50] pro-
pose using CLIP to classify mask segments generated by a
pretrained mask generator [12]. Li ef al. encode pixel em-
beddings from a pretrained visual encoder and classify each
embedding with the CLIP text encoder [39]. MaskCLIP+
[57] adapts a frozen CLIP model and leverages pseudo-
per-pixel labeling for semantic segmentation. Addition-
ally, GroupViT [48] and OpenSeg [20] learn segmentation
masks from large-scale text supervision. In contrast to these
approaches, we generate segments by only distilling the
knowledge from CLIP vision encoder.
Denoising autoencoder. Denoising autoencoders [21, 9,
, 15] have gained popularity as a means of reconstructing
original images from corrupted inputs. This technique is
widely used in representation learning. There are various
denoising strategies including jigsaw puzzles [36], inpaint-
ing [37], and color restoration [25], etc. Among these strate-
gies, MAE [21], or masked autoencoder, stands out for its
ability to reconstruct missing patches with superior perfor-
mance. MAE also improves training efficiency by reducing
the number of input tokens in the encoder. Our ZeroSeg also
builds upon the success of MAE and incorporates a masked
autoencoder to improve the training efficiency and semantic
representation for those segments.

3. Method

This section presents our proposed architecture, Ze-
roSeg, which learns to perform semantic segmentation by
only distilling the knowledge from the CLIP vision encoder.
The architecture of ZeroSeg is illustrated in Figure 2. Ze-
roSeg incorporates a masked encoder [21] as the main back-
bone, and it has two different heads, the first one is the re-
construction decoder for reconstructing the masked patches.

The other one is the segmentation head to learn the semantic
segmentation task. By incorporating the masked encoder-
decoder, we empirically found that it can generate more
reliable segmentations while being more efficient. During
training, only a fraction (40%) of the visual patches are
fed into the encoder, while the masked decoder reconstructs
the remaining patches. We divide the full image into grids
of multiple scales, and then compute images features from
these grids. Next, we distill the grid features into the Ze-
roSeg model with mainly two losses. The first one is a
multiscale feature distillation loss, while the other one is
a segment matching loss to promote the semantic consis-
tency between the segments and the visual concepts from
the CLIP visual encoder.

3.1. Architecture

We build our ZeroSeg model based upon the recent
masked autoencoder (MAE) work [21], which aims to
learn semantically meaningful representations through re-
constructing masked-out image pixels. Similar to MAE,
ZeroSeg leverages an asymmetric encoder-decoder archi-
tecture (Fig. 2 left). When presented with an image, the en-
coder divides it into a sequence of non-overlapping patches.
The encoder then selects a subset of visual tokens from each
patch as input and generates the corresponding latent rep-
resentation. Subsequently, the decoder utilizes this latent
representation to reconstruct the missing patches, thereby
producing a reconstructed image. ZeroSeg then trains the
model by minimizing the mean squared error (MSE) be-
tween the reconstructed image and the original image in the
pixel space.

In addition to the encoder-decoder structure tailored for
mask autoencoding, we also incorporate an important seg-
mentation head design (Fig. 2 right) to help ZeroSeg learn
to perform open-vocabulary semantic segmentation.

To group visual concepts, we build upon the previous
work GroupViT [48]. This approach involves organizing
grouping layers into a hierarchy of stages, with each stage
containing a grouping block to combine smaller groups into
larger ones. Specifically, at each grouping layer, learnable
segment tokens are used to bring semantically similar to-
kens together to form a single segment token based on their
similarity. Finally, the image segments are merged into a
fixed number of segment tokens {g,, g, ..., g,,, }, each cor-
responding to a disjoint image region. This grouping pro-
cess enables the method to organize visual information into
arbitrary semantically meaningful image segments.

Though successful, GroupViT requires a large set of
image-caption pairs for training, which is cumbersome and,
as we will show, introduces bias into the type of data in-
cluded in the training set that ultimately hurts the perfor-
mance on the segmentation task. For this reason, we pro-
pose a text-free segmentation head in ZeroSeg (shown in
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Figure 2. Training ZeroSeg model. ZeroSeg architecture consists of a ViT encoder and two heads including a decoder head and a
segmentation head. The outputs from the decoder head is used to reconstruct the masked input image during training (i.e., masked
autoencoding [21]), while the outputs from the segmentation head are transformed into several segment tokens {g} to learn semantic
segmentation via distillation. To effectively distill localized semantic information to the segmentation model, ZeroSeg employs a multi-
scale feature generation method that divides the input image into multi-scale views, using e.g. 2x2 and 3x3 grids, and pass these views
to a pretrained CLIP visual encoder to produce visual features {v1, vz, ... ,un}. Then, ZeroSeg distills semantic information from these
multi-scale features to the segmentation model via two loss functions. The first one is an L, distillation loss between {v1, va,vs, ..., vn }
and the global feature z. The second one is a segment matching loss to perform distillation between local region features {vsz, vs, ..., vn }
(excluding v since it corresponds to the full-sized image feature) and segment tokens. For each segment token, this loss function searches

for its nearest neighbor local region, and minimizes the L; distance between them.

Fig. 2). This means that all we need for training is a set of
unlabeled images, which simplifies the training and makes
our method much more widely applicable. Specifically, to
derive the semantic representation for segment tokens, we
extract multi-scale image features using a pretrained CLIP
visual encoder and distill them into these tokens. Since
CLIP visual encoders are trained to produce representations
matching the text encoder outputs, we leverage this to pro-
duce the “pseudo text supervision” and thus avoid any text
annotations.

3.2. Multi-scale image feature distillation

Multi-scale image feature extraction. An image can con-
tain complex and diverse semantic information. Since the
CLIP model only provides a single global representation
for the entire image, it may not be sufficient to extract de-
tailed regional semantic information. As we will show in
experiments, it’s inadequate to naively adapting the CLIP
model to our context, as it fails to capture the concept spe-
cific (i.e., objects or stuff) information which is critical for
semantic segmentation. To address this limitation, we pro-
pose a multi-scale image feature extraction strategy to bet-
ter capture regional semantic information at different scales.
Specifically, this strategy involves dividing the full image

into multiple views, such as 2x2, 3x3 grids, each corre-
sponds to a different sub-region of the full image, as illus-
trated in Fig. 2. We then resize each view into a full-size
image, and pass them through the CLIP visual encoder to
produce image features of different scales: {v1,va,..., Vs },
which are more likely to capture diverse objects and extract
more object-localized semantic information.

Multi-scale feature distillation loss. To leverage the se-
mantic information in the multi-scale CLIP visual features,
we adopt a Transformer layer to encode all segment tokens,
followed by an average pooling and an MLP layer to ob-
tain the global image representation z. We then compute
the multi-scale feature distillation loss between z and the
set of multi-scale image features {vy, vo, ..., v,, }. For each
v, we distill its knowledge to z using an L, loss. This pro-
cess compels the global image feature z to capture diverse
and distinct regional semantic representations, thereby con-
tributing to a more comprehensive semantic understanding
of the image.

Segment matching loss. The current top-down approach
for learning semantic masks with segment tokens lacks
object-grounded constraints, which can potentially result in
inconsistent semantic regions being captured by each seg-
ment token (e.g., mask pixels leaking into neighboring ob-
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Pretraining

Transfer Learning

Models Arch Dataset Scale Supervision Require labels ~ Zeroshot VOC  Context COCO
DeiT# [43] ViT IN-1K [13] 1.3M class Yes X 53.0 359 -
DINO# [6] ViT IN-1K 1.3M self Yes X 39.1 20.4 -
MoCo™ [22] ViT IN-1K 1.3M self Yes X 343 21.3 -
[16]

GroupViT ViT CCI2M+YFCC 26M text Yes v 52.3 224 24.3
CLIP ViT LAION-20M [16] 20M text Yes v - 13.5 8.2
MaskCLIP [16] ViT LAION-20M [16] 20M text Yes v - 17.7 11.8
GroupViT* [48] ViT CC3M+COCO 3.4M text Yes v 28.1 14.8 12.9
SegCLIP [33] ViT CC3M+COCO 3.4M text+CLIPy Yes v 333 19.1 15.2
ZeroSeg (Ours) ViT CC3M+COCO 3.4M CLIPy No v 37.3 19.7 17.8
ZeroSeg (Ours) ViT IN-1K 1.3M CLIPy No v 40.8 20.4 20.2

Table 1. Comparison to state-of-the-arts baselines. In the top section, we compare ZeroSeg to fully supervised segmentation methods.
Whereas in the middle and bottom sections, we compare ZeroSeg to zero-shot segmentation methods which do not require any finetuning
or adaption on target segmentation datasets. Note that MaskCLIP+ training requires a pretrained MaskCLIP model to generate pseudo
segmentation ground truth and an adaption step on target segmentation datatsets. CLIPy and CLIPr denote the visual and text encoder of a

pretrained CLIP model, respectively. # refers to numbers reported in GroupViT [

All results are reported using the mIoU metric.

jects). This inconsistency can lead to incorrect segment
classification. To overcome this, we propose a new segment
matching loss L,,,q¢ch as follows:

Lmaten = Y minlg; = vj| (1)
=1

Lonatcn, aims to map each segment token g; to its most
semantically aligned multi-scale image region feature v,
as illustrated in Fig 2 (right). Note that this segment match-
ing loss is only computed between each segment token g,
and local-regional features excluding the full-size image
features. This design is to encourage each segment token
to capture more object-centric semantic information. We
achieve this by minimizing the L; distance between each
g; and its nearest v;, also measured in L distance. As we
will show in Sec. 4.4, adding this segment matching loss
largely helped improve the semantic segmentation accuracy,
by avoiding poor matches between segment tokens and im-
age regions during training.

4. Results
4.1. Implementation details

Model architecture. Our proposed model, ZeroSeg, is
based on the ViT-base architecture [17]. We use a 12-layer
VIiT transformer as our encoder. While for the reconstruc-
tion and segmentation heads, we adopt two transformer de-
coders each consisting of 8 and 5 transformer layers, respec-
tively. Two grouping stages are appended to the segmen-
tation head after the 2nd and 4th transformer layers, em-
ploying 32 and 8 learnable group tokens, respectively. To

], while * refers to results reported from SegCLIP [33].

encode the positional information of image patches, we uti-
lize absolute positional encoding [44] for both the encoder
and the masked decoder. Multi-scale image features are ex-
tracted using a pretrained CLIP-L vision encoder. Details
on the specific hyperparameters can be found in our Sup-
plementary Materials.

Training details. In our work, we mainly train our ZeroSeg
model on images from ImageNet 1k [13] dataset. We also
train on CC3M [7] and COCO [29] for ablation study. We
train our model on ImageNet-1K dataset for 80 epochs, with
the first 20 epochs as the warm-up period, during which we
use a base learning rate of 1.5e-4. We use the AdamW opti-
mizer and a batch size of 4096. We only employ the center
crop without any other augmentation strategies, hence we
can pre-compute and cache the multi-scale image features
using the CLIP model for better training efficiency. Finally,
all training images are rescaled to 224 x 224 during training.

4.2. Comparison to the state-of-the-arts

We evaluate ZeroSeg on three benchmark datasets: PAS-
CAL VOC 2012 [18], PASCAL Context [34], and COCO
[29]. These datasets consist of 20, 59, and 80 foreground
classes, respectively. To generate text embeddings for each
class c during inference, we feed the classes to the CLIP text
encoder using a set of predefined prompt templates (e.g., “a
photo of the {class}”) and produce the corresponding class
embeddings t., ¢ € {1,2,...,C}, where C is the total num-
ber of foreground classes. We then compute the cosine sim-
ilarity between each group token g, and class embedding
t.. Following [48], we adopt a threshold to filter out the
background class and then take the nearest neighbor class
as the semantic label for each group token. Specifically, we
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Model

#votes

GroupViT  ZeroSeg (ours)
323/1000 677/1000

Table 2. Human study for open-vocabulary segmentation. We
compare the number of favoring votes received by ZeroSeg and
GroupViT, when asking AMT workers to evaluate the quality of
segmentation results on sampled images from Conceptual Caption.

Window Scales VOC (mloU)
1x1 21.1
1x1+42x2 23.7
1x1+3x3 40.2
1x1+4x4 324
1x1+2x2+3x3+4x4 40.8

Table 3. Ablating multi-scale image features. We dissect the
impact of different settings to compute the multi-scale image fea-
ture. As an example, 2x 2 refers to the setting where the full image
is divided into 2x2 non-overlapping grids. Note that the segment
matching loss is applied to all settings except for the 1x 1 grid.

set the threshold to 0.95 for PASCAL VOC, 0.05 for PAS-
CAL Context and 0.35 for COCO. All images are resized to
have a shorter side length of 448 during inference.

We compare our ZeroSeg model to various supervised
and weakly-supervised semantic segmentation methods, in-
cluding DeiT [43], DINO [6], MoCo [22], GroupViT [48],
MaskCLIP [16], MaskCLIP+ [57] and SegCLIP [33]. No-
tably, our ZeroSeg model is the only one method that does
not require any form of pixel-level or text annotations dur-
ing the training process. For fair comparisons, all models
are using the same ViT architecture as the backbone [17].

Table 1 summarizes the results of our comparison. First,
the results demonstrate that ZeroSeg can achieve compet-
itive performance to several non-zero-shot supervised seg-
mentation baselines, despite not using any segmentation la-
bel during training. Specifically, ZeroSeg achieved an mloU
score of 40.8 on VOC, surpassing the performance of the
supervised segmentation model with DINO and MoCo pre-
training by +1.7 and +6.5 mloU, respectively. Comparing
to other zero-shot segmentation methods, ZeroSeg outper-
forms all baselines with a large margin when trained on
a similar amount of data. For example, when trained on
CC3M+COCO, ZeroSeg outperforms GroupViT and Seg-
CLIP on VOC by 49.2% and +4.0%, respectively. In fact,
ZeroSeg even outperforms MaskCLIP (+2.7 on PASCAL
Context, +8.4 on COCO) which is trained on 15x more
data (1.3M vs. 20M). These results demonstrate that our Ze-
roSeg model not only learns strong zero-shot segmentation
capability, but also achieves so with high data efficiency. Fi-
nally, an interesting observation is that training on 1.3M Im-
ageNet images yield better results compared to training on
3.4M images from CC3M and COCO, we hypothesize that

Ablations VOC (mloU)
Base 21.1
Base+Multi-scale 28.5
Base+segment matching 38.6
Base+Multi-scale+segment matching 40.8

Table 4. Ablating distillation losses. ‘Base’ refers to the setting
where distillation is applied only between the full image feature
and the global image representation z. Meanwhile, ‘Multi-scale’
refers to that the distillation is applied between all multi-scale fea-
tures and the global representation z. Finally, ‘segment matching’
refers to turning on the segment matching loss computed between
each segment token and the multi-scale image features.

Mask ratio 0% 20% 30% 40% 50% 60% 70% 80%

mloU 35.6 37.6 38.7 40.4 39.8 40.8 333 328
Speedup (%) O 15 19 26 32 36 39 43

Table 5. Ablating mask ratios. We study the impact of differ-
ent mask ratios on segmentation quality (mloU on VOC [18]) and
the training speed. The relative speed-up is measured on the full
model, by comparing to the setting of mask ratio being 0.

this is due to the fact that ImageNet contains more common
objects compared to Conceptual Caption, making it more
aligned to objects seen in popular semantic segmentation
benchmarks. This also highlights the advantage of not re-
lying on texts during training, as it allows ZeroSeg to be
trained on the widest possible range of data sources.
Comparison of computation efficiency. Our ZeroSeg is
more computation-efficient compared to GroupViT. Table
7 contrasts the computational resources that are required
for training both the GroupViT and ZeroSeg. It shows that
GroupViT requires about 768 V100 training hours, whereas
ZeroSeg only requires around 84 training hours. This means
that ZeroSeg achieves comparable results with only 1/9th of
the computational resources compared to GroupViT, indi-
cating its training efficiency.

Semantic segmentation over compound words or sub-
words. We also discovered that GroupViT struggles
with object classes that are defined by sub-words such as
‘ground’, a sub-word of background, or compound words
like ‘bedclothes’, ‘keyboard’, and ‘motorbike’ in Table 8,
which might stem from the misunderstanding in the lan-
guage context during the model training. In contrast, Ze-
roSeg’s training is independent from the textual informa-
tion, hence it has less influence from the sub-words and
compound words compared to GroupViT. As a result, it
outperforms than GroupViT by 18.07% in average on those
sub-word or compound words.

Scaling with more unlabeled images. To assess the scal-
ability of our model on more unlabeled images, we con-
ducted experiments with larger datasets. We train ZeroSeg
with CC12M+IN-1K datasets instead. The results, pre-
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Model Datasets VOC Context COCO
GroupViT CCI12M 41.1 - -
ZeroSeg IN-1K 408 204 202

ZeroSeg CCI2M +IN-1K 429 21.8 22.1

Table 6. Training with larger-scaled datasets. The score for
GroupViT is borrowed from their original paper. The results show
that the performance for ZeroSeg can be further improved when
we scale up with more unlabeled images.

sented in Table 6, demonstrated that scaling up the train-
ing data leads to improved performance for ZeroSeg. No-
tably, ZeroSeg (CC12M+IN-1K) outperforms GroupViT
(CC12M) by 1.8 mloU on VOC dataset, providing fur-
ther evidence of the scalability of our model. Finally,
note that our result is lower than GroupViT trained on
CC12M+YFCC mainly due to the inaccessibility of the
large-scale YFCC dataset (14M samples).

4.3. Open-vocabulary semantic segmentation

Due to the high annotation costs, popular semantic seg-
mentation datasets all have relatively small vocabulary (e.g.,
20 and 59 classes for PASCAL VOC and Context). This
means that it still remains relatively unexplored on how seg-
mentation models perform in an open vocabulary setting.
Though as an important task with great practical values,
it’s non-trivial to conduct evaluation for open-vocabulary
semantic segmentation. Therefore, to facilitate the evalua-
tion, we simulate the open-vocabulary setting by construct-
ing a large vocabulary consisting of 1000 classes from Im-
ageNet [13], and compare ZeroSeg against the GroupViT
baseline using this vocabulary. For test images, we ran-
domly sample 200 images from the Conceptual Caption val-
idation set. We generate segmentation masks using both
our ZeroSeg model trained on 1.3M ImageNet images, and
the GroupViT model trained on 26M image-text pairs from
CCI2M [7]+YFCC [41]. Since there are no ground-truth
segmentation labels for Conceptual Caption, we conduct a
human study to evaluate the quality of the generated seg-
mentations. Specifically, we resort to Amazon Mechanical
Turk for this. We assign each image with overlaid segmen-
tation masks to 5 different workers, and ask each worker to
decide which one in the pair has better segmentation quality.

Table 2 displays the evaluation results of our study. The
results demonstrate that ZeroSeg received a larger num-
ber of votes than GroupViT (68% vs. 32%), indicating
that ZeroSeg is capable of generating more reliable and
human-preferable segmentation, particularly when dealing
with a large vocabulary. These findings highlight the open-
vocabulary benefits of transferring knowledge from large-
pretrained vision-language models.

GroupViT  ZeroSeg

Context 22.4 20.4
COCO 24.3 20.2
GPU hours (h) ~768 ~84

Table 7. Computation resources comparison on V100 GPUs.
Compared to GroupViT, our model only require its 1/9 GPU train-
ing hours, but we are able to achieve comparable performance on
Context and COCO semantic segmentation performance.

mloU bedclothes ground keyboard motorbike avg

GroupViT 0.91 9.33 7.39 21.47 9.78
ZeroSeg 11.21 23.31 29.1 4777  27.85

Table 8. Performance across Semantic Classes with Sub-Words
(e.g., "ground”) and Compound Words (e.g., “bedclothes,” “’key-
board,” and “motorbike”). Notably, ”ground” serves as a sub-word
within “’background.” Remarkably, ZeroSeg’s training is indepen-
dent of textual information, resulting in minimal influence from
both sub-words and compound words.

4.4. Ablation study

Impact of multi-scale image feature distillation. In this
study, we explore the impact of different designs for the
multi-scale image feature distillation method. Specifically,
we vary the number and the size of the grids used to com-
pute the multi-scale features. For example, “1x1+2x2”
refers to combining the full image feature (1x1) and fea-
tures computed from each of the 2x2 grids. All ablative
results are presented in Table 3. Our finding suggests that
it’s insufficient to produce accurate semantic segmentation,
when we only distill the knowledge to our ZeroSeg model
from a full-sized image feature (1x1), as it fails to cap-
ture enough localized semantic features. Therefore, we ex-
plore more grid size settings such as 2x2, 3x3, and 4x4,
as they are supposed to capture different levels of object
details in the image. When combined with the full image
feature (1x 1), we observe that 3x3 grids outperform other
settings (40.2 mIoU), while it works the best when we com-
bine all grid sizes to produce multi-scale features for dis-
tillation. Overall, Table 3 demonstrates that the multi-scale
image feature design has a significant impact on the success
of distillation, as it almost doubled the segmentation mIoU
on VOC (21.1 to 40.8).

Impact of segment matching loss. We compare the perfor-
mance of our model with and without the segment matching
loss. The results are presented in Table 4. We first compare
the base to the base + multi-scale setting. base refers to
the setting in which we only distill knowledge from the full
image feature (i.e., 1x1 grid) to the global image repre-
sentation z (Fig. 2). Whereas multi-scale refers to the dis-
tillation loss between the multi-scale image features (2x2,
3x3 and 4x4 grid features) and z. Our findings indicate that
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Multi-scaled
Base Multi-scaled +
Segment matching

Figure 3. Segmentation quality with different losses. We
present the qualitatively segmentation results from models trained
with different loss functions. Specifically, we compare mod-
els trained with only the global distillation loss (‘Base’), adding
in the multi-scale loss (‘Multi-scaled’), and with the combined
multi-scale and segment matching losses (‘Multi-scaled + Seg-
ment matching’).

including the segment matching loss results in a large im-
provement over the model’s performance. Specifically, the
addition of the segment matching loss led to a 17.5 mloU
increase on PASCAL VOC over the base model. Addi-
tionally, the segment matching loss also improves the per-
formance of the base + multi-scale setting by 12.3 mloU.
These results suggest that the segment matching loss plays a
crucial role in effectively transferring visual concept knowl-
edge from CLIP to segment tokens. Overall, this ablative
experimental result highlights the importance of the seg-
ment matching loss for our model’s success.

Mask ratio for encoder input. As shown in [21], the mask
ratio for the encoder input plays an important role affect-
ing both the representation quality and the efficiency. We
ablate the impact of different mask ratios on semantic seg-
mentation accuracy in Table 5. The results suggest that a
mask ratio of 60% leads to the best accuracy at an mloU
of 40.8% on VOC, while providing a ~36% speedup com-

pared to the training without any masks, and it also brings
a improvement over 5.2 mloU. Therefore, we choose 60%
mask ratio as our default mask ratio for all the future ex-
periments. Note that this is lower than the 75% mask ra-
tio used in the MAE paper [21], suggesting that it requires
seeing more pixels (i.e., lower mask ratio) to better learn
pixel-level tasks.

4.5. Qualitative visualizations

Visualizing open-vocabulary semantic segmentation. In
addition to the human study results described in Sec. 4.3, we
present qualitative visualizations for open-vocabulary seg-
mentation in this section. To do this, we apply both our Ze-
roSeg model and the GroupViT model (using the publicly
released weights) to perform zero-shot open-vocabulary se-
mantic segmentation. In Fig. 4, we visualize the results on
4 images randomly sampled from both the ImageNet and
the Conceptual Caption validation set. From the figure, it’s
clear that ZeroSeg produces better results under the open-
vocabulary setting, as it inherited CLIP model’s extraordi-
nary capability for fine-grained classification. For exam-
ple, in the top-right image, ZeroSeg accurately predicts the
shovel class, rather than simply categorizing everything as
toolkit, which is the case for GroupViT.

Visualization of the ablation on loss functions. To qual-
itatively observe the impact of different loss functions, we
visualize the segmentation masks on two images, selected
from the ImageNet validation set, using variants of ZeroSeg
models trained with different loss functions. The visual-
izations are presented in Fig. 3. We observe that the base
model is not able to produce meaningful segments, despite
producing the correct object class label. With the multi-
scale loss added, the model starts to produce localized seg-
ments, but still lags behind on the precise delineation of ob-
ject boundaries. Finally, by integrating both the multi-scale
and the segment matching loss, our ZeroSeg model now pro-
duces much more accurate object boundaries, demonstrat-
ing the effectiveness of both losses.

5. Discussion

In this work, we present ZeroSeg as a novel method
for training open-vocabulary zero-shot semantic segmenta-
tion models without using any pixel-level or text annota-
tions. ZeroSeg learns to perform semantic segmentation by
distilling knowledge from a large-scale pretrained vision-
language model. This is a challenging task since these VL
models are usually trained at an image-level and are not de-
signed for pixel-level tasks like semantic segmentation.

To effectively distill visual knowledge from the pre-
trained VL model to our ZeroSeg model, we designed two
loss functions: the multi-scaled feature distillation loss and
the segment matching loss. The multi-scaled feature distil-
lation loss helps ZeroSeg capture object-localized seman-
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Input GroupViT

ZeroSeg

Input GroupViT ZeroSeg

Figure 4. Comparing GroupViT and ZeroSeg on open-vocabulary semantic segmentation. We present a comparison on open-
vocabulary semantic segmentation between GroupViT and our ZeroSeg model. To simulate the open-vocabulary setting, we use a large
vocabulary comprising 1000 classes from ImageNet. Half of the test images are sampled from the ImageNet validation set (top 2 rows),
while other half from the Conceptual Caption dataset (bottom 2 rows). For each image, we show the original input, the output from

GroupViT, and the output from our ZeroSeg model.

tic information at different scales. On the other hand, the
segment matching loss aims to help align each segment
token with the corresponding image region, and thus pro-
duce spatially consistent semantic features. Through our
experiments, we demonstrated that both losses are critical
to achieving good segmentation accuracy and they are sup-
plementary to each other.

We train ZeroSeg on 1.3M ImageNet images and ob-
serve that it achieves comparable or better results, compared
to those models that are either pretrained on much larger
image-text pair datasets, or finetuned with segmentation la-
bels in a supervised manner. Furthermore, through human
study and visualizations, we demonstrate that ZeroSeg out-
performs GroupViT on the task of open-vocabulary seg-
mentation.

Overall, with ZeroSeg, we demonstrated that it’s pos-
sible to effectively train semantic segmentation models
by transferring the knowledge from a pretrained, general-
purpose vision-language model. We hope this could open
a new door to leverage the recent trendy efforts on founda-
tion models [4] to benefit pixel-level downstream tasks like
semantic segmentation.

Limitations. In the pursuit of exploring semantic segmen-

tation using datasets composed solely of pure images, Ze-
roSeg still has some limitations. When contrasted with
methods trained using pixel-level segmentation masks, the
semantic segmentation boundaries within ZeroSeg appear
more coarser. This drawback restricts its deployment in
real-world applications. Potential solutions to alleviate
this issue might include further fine-tuning the model with
pixel-level supervision annotations, or exploring a more ro-
bust vision-language foundational model, such as GPT-4, to
serve as a distillation teacher.

Broader impact. Our model has the unique capability to
learn segmentation from images without dense pixel-level
supervision or text annotations, thus enabling use cases
across diverse domains. However, it’s important to ac-
knowledge that the large pretrained vision-language models
on which our model is based may perpetuate biases present
in the training data. Therefore, mitigations like careful
training data filtering is crucial to ensure the ethical use of
our model.
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